1. NFS client module + NFS server module
2. Client and server module communicate using remote procedure call

3. Virtual file system module provides the access transparency (How?)

4. File identifiers in NFS are called file handles: File system identifier, i-node number, i-node generation number (to compensate for reusable i-node numbers)

5. A client obtains the file handle when it requests: lookup, mkdir or create operation that results in mount

6. VFS layer has one VFS structure for each mounted file system and one vnode per open file.

7. vnode identifies inode (for unix system) for local file or file handle for remote file
8. path name translation; caching is used to improve performance

9. access is in blocks; prefetch to improve performance

10. caching in both the client and server to achieve adequate performance; Server:
a. read buffer: if process sends a request to a page already in buffer, no need to access disk

b. read ahead in anticipation of access

c. delayed write : to guard against data loss unix synch operation is used to flush the altered pages every 30 seconds

d. Write thru or commit protocol is sued while write request comes in.

11. Client caching:

a. Client uses caching for data it needs

b. Maintaining consistency with server becomes an issue

c. Timestamp method is used to validate the data before it Is used:

Tc is time when cache entry was validated; Tm is when block was last modified at the server; current time T – Tc < t, freshness interval then the it Is okay to use data; or Tm = Tc it is okay to use data.
Issue: What is optimal value of t? (predefined)

           How to get Tm? (getattr)

       12. Biodaemon: processes at client to perform read-ahead and delayed write.

