WHERE
ARE THE

TALKING

ROBOTS?

Teaching a machine to speak has been a dream
for decades. First we have to figure out how
we know what we know about language

By Joshua K. Hartshorne

ulla, the world’s first talking robot, was so adept at conversation—in

four languages, no less—that a human visitor to the laboratory in

which she was created refused to believe she was not a real person.

Alas, Sulla was not a real robot, either, but a character in Karel
Capek’s 1921 play R.U.R., which introduced the word “robot™ to the lexicon.

Ever since that debut, talking robots have seemed to be peeking around every

corner, and not just in science fiction.

Almost as soon as modern computers were
invented, researchers began to think about
programming them to use language. In 1950
Alan M. Turing, one of the founders of com-
puter science, predicted that by the turn of the
century machines would be able to speak Eng-
lish so fluently that it would be difficult to tell
a person from a machine—an achievement lat-
er dubbed the Turing test. Four years later a
coalition of scientists at Georgetown Univer-
sity and IBM unveiled the 701 translation ma-
chine, which successfully translated 60 Rus-

sian sentences to English at the rate of two and
a half lines per second, leading Leon Dostert,
the researcher who dreamed up the technique
used by the machine, to report confidently that
fluent electronic translators were only “five,
perhaps three years” off.

We are waiting still. After wave upon
wave of optimistic prognoses followed by dis-
mal failures, full-fledged talking robots seem
no closer than other midcentury fantasies
such as underwater cities and Martian colo-
nies. If anything, the yearning for talking ro-
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Primed to speak:
Research suggests that
people quickly home

in on the correct mean-
ing of ambiguous
words such as “bank”
by taking cues from
surrounding words:
“swam” indicates the
side of a river; “check,”
a financial institution.

bots is even more intense today because of our wish

to replace the keyboard as our interface with digital
services and ever smaller electronic devices.
Recent work in artificial speech has brought
mixed results, giving us machines that can compre-
hend enough language to be useful (examples:
Google Translate and the automated voice that an-
swers your calls to customer service} while also con-
fronting us with the limitations of the technology
and its susceptibility to catastrophic failure (exam-
ples: Google Translate and the automated voice that
answers your calls to customer service). Other proj-
ects are attempting to address these shortcomings by
enlisting public participation via the Web so that we
might learn more about how we choose our words.
But technology is not the only problem or even
the biggest one: language has proved harder to un-
derstand than anyone had imagined. Qur ability to
perform such tasks as choosing the correct meaning
of ambiguous words is in fact the fruit of millions

FAST FACTS
That Does Not Compute

Programming a robot with the rules of English is difficult
because we still do not know what all the rules are.

2 To help robots sort out ambiguity, scientists build lan-
guage machines by feeding them billions of words tagged

for meaning and parts of speech.

3 Researchers are using crowdsourcing on the Web to give
robots a better sense of how human beings interpret and

use language.

of years of evolution. And we accomplish these feats
without knowing how we do so, much less how to
teach the skill to an artificial being. Indeed, as sci-
entists try to codify grammar and tease out the sub-
tle distinctions between similar terms, they are
learning that meaning can be elusive and that the
structure of language is a mystery even to we hu-
mans who have mastered it.

Old Rules, Broken

The eatliest attempt to create talking robots was
deceptvely simple: to program them with the rules
of grammar. This was [BM’s strategy with its 701
machine, which was directed to translate Russian
texts in its first public performance because of cold
war interest in the Soviets. The 1954 press release
introducing the project explains how the machine
dealt with such language differences as word order.
Forinstance, the English translation of the Russian
gveneral mayor is “major general.” Whenever the
machine encountered the Russian word mayor, its
programming checked the previous word. If it was
gveneral, the 701 changed the order of the two
words when it generated the English translation.

Thatsuch a straightforward system worked atall
was partly because the 701 knew only 250 Russian
words, so programming the machine to recognize ev-
ery pair of adjectives and nouns in its database was
not an onerous job. But many languages have hun-
dreds of thousands of words, and English may have
morte than a million. If we make the reasonable as-
surmption that half the words in English have muluple
meanings, the programmer must consider 500 billion
word pairs. At one word pair per second, writing the
program would take nearly 16,000 years.

GILDO NICOLO SPADONI Graphistack/Corbis (feft): SAM CHRYSANTHOU Aif Canada Photas/Caorbls (rignt)

46 SCIENTIFIC AMERICAN MIND

March/April 2011




ORION/THE KOBAL COLLECTION

As it happens, the phrase gyeneral mayoris ac-
tually an aberration—word order in Russian is gen-
erally similar to that in English, as opposed to, say,
Spanish, where adjectives generally follow nouns. An
apparent solution for a machine with a bigger vocab-
ulary would be to program icwith a rule such as “ad-
jectives come before nouns in English and Russian
butafter nouns in Spanish” and append a list of rules
for the exceptions. This strategy would not only vast-
ly reduce the number of rules but also allow the sys-
tem to handle new words. The problem is that the
rules explaining the exceptions are likely to have ex-
ceptions, too. Although publishers of grammar
bools are loath to admit as much, scientists still have
not found a set of abstract rules that fully explain
English, Russian or any other language.

Yet the fragility of these systems lies not just in
the imperfectibility of grammatical rules but also in
the complexity of tasks as misleadingly straightfor-
ward as percelving the meanings of single words.

Words of Many Meanings

One of the first problems encountered by a talk-
ing robot (and a talking robot’s engineer) is that
many of the words we use in everyday speech are
homophones: they have multiple meanings. “Bank”
can refer to either a financial institution (“John
cashed a check at the bank™) or the side of a river
(*John swam to the nearest bank™).

People quickly home in on the correct meaning
when faced with such sentences. Psycholinguists
Cyma van Petten and Marta Kutas of the Universi-
ty of California, San Diego, demonstrated this ap-
titude in a well-known 1987 paper about lexical
priming—encountering a word primes people to
process other words with related meanings. They
found that just more than half a second after people
come upon a homophone like “bank,” only words
related to the contextually appropriate meaning
were still primed (“money” in sentence one above
and “river” in sentence two).

This signature of normal processing breaks
down in certain populations. In 2002 a team of
neuroscientists led by Tatiana Sitnikova of Tufts
University found that individuals who have schizo-
phrenia fail to suppress the contextually inappro-
priate meaning of an ambiguous word: both “home

run” and “vampire™ were still primed
more than a second after encountering
“bat.”

This worls, though, tells us only
that most people quickly resolve homo-
phones by using context. The problem
for the talking robot’s engineer is that
we do not know precisely how we do so.
One theory is that we make use of the words sur-
rounding the homophone. Discussions of financial
institutions usually include words such as “check™
and “cashed,” whereas discussions of river edges in-
clude words such as “swam” and “water.” We may
simply have learned, in general, that certain words
predict one meaning of “bank ™ and other words pre-
dict the other.

Even trickier to sort out than homophones are
their cousins, polysemous words. Like homo-
phones, polysemes have multiple meanings, but the
meanings are closely related. Compare the two
senses of “Jane Austen” in “Jane Austen wrote
many books” and “Iread some Jane Austen chis af-
ternoon.” In the first sentence, the name refers to
the author; in the second, to her work. Indeed, pol-
ysemy applies not only to all authors but also to all
kinds of media. Rupert Murdoch has bought the
Wall Street Journal (the company), and so have [ (an
individual issue).

Once again, context clearly matters, but the dis-
tinctions are subtle and difficult to define. Although
the two senses of “bank” rarely appear in the same
sentence, “Jane Austen” often appears in the same
sentence as “Pride and Prejudice™ whether the
name refers to the person or her writing, so simple
recourse to the surrounding words does not always
work. How people discern the correct meaning is
still not entirely clear.

Words such as “banlc™ and “Jane Austen” pre-
sent a problem because they have several meanings.
Pity the poor robot that has to sort out pronouns,
which can have an almost limitless number of

{The Author)

JOSHUA K. HARTSHORNE is a graduate student in psychology at Harvard
University, where he studies language and language acquisition. Read his

blog at gameswithwords.fieldofscience.com.
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subject. Moreover, numerous studies going back to
a seminal 1974 paper by linguist Catherine Garvey
and neuroscientist Alfonso Caramazza of Johns
Heopkins University have shown that the contextual
cues for the human interpretation of pronouns can
be maddeningly subtle. For instance, in work just
submitted for publication, Harvard psychologist
Jesse Snedeker and 1 reported that most people ex-
pectthe pronoun in “Sally frightened Mary because
she is strange™ to refer to Sally but to Mary in “Sal-
ly feared Mary because she is strange.” How people
make these decisions remains unknown, but they
do so rapidly. In 20007 a research team led by psy-

cholinguist Jos van Berkum of the University of
Amsterdam asked people to read sentences that did

Found in translation: meanings. In the sentence “1l wrote Pride and Prej- | or did not follow the expected pattern, such as “Sal-
Scientists create udice,” the pronoun “1” refers to Jane Austen as | ly frightened John because she/he is strange,” while
language machines by .. . . . . . .
feeding them huge long asitis Jane Austen who is talking. Lf the speak- | their brain waves were monitored. The brain waves
bodies of text called er is an actor playing Jane Austen (such as Anne | showed a telltale signature of extra processing when
corpora. Google Trans- Hathaway in Becoming fane), then “1” refersnotto | the pronoun did not match the overall sentence bias
latebulkedupona | (}e gpeaker but to the person she is playing. There | (“he” instead of “she” in the sentence above).

diet of United Nations . . .
documents that had is no simple rule. Third-person pronouns are even

already been translat- worse. [n “She wrote Pride and Prejudice,” the pro- Bodies of Language

ed into a variety of noun can refer to just about anyone female regard- Given the bewildering nuances of words, scien-
languages, helping

e P less of who is speaking. The robot cannot simply ig- | tists need to find ways to help robots make better
resolve ambiguities.

nore these ambiguities, because without knowing | predictions. Many have turned to the statistics of
who the sentence is about, the sentence hardly | language, loading up their word machines with

means anything at all. gobs of raw material and then worling the num-

Perhaps the best-known model for resolving the | bers. They first feed their machines a huge collec-
pronoun conundrum is Centering Theory. Devel- | tion of texts called a corpus—sometimes surpassing
oped during the 1980s and 1990s by computer sci- | a billion words. The machine then breaks up the
entist Barbara Grosz of Harvard University and | textinto segments of # consecutive words, called #-
computer scientist Aravind K. Joshi and philoso- | grams. By looking at all the s-grams it has ingested,
pher Scott Weinstein of the University of Pennsyl- | the machine learns which words tend to go with
vania, the theory comprehensively accounts for how | which other words. [t comes to know, for instance,
sentences fit together in a broader discourse. It pre- | that the phrase “tall man” is fairly common in Eng-
dicts that people use pronouns such as “she” tore- | lish (1,320,000 Google hits} and “man tall” is rela-

fer to the center—or most salient character—from | tively rare (205,000 hits). Similarly, the machine
the previous sentence, typically its subject. This pre- | might learn that in the majority of sentences in

2

diction explains why people usually use “she” tore- | which “bank® is preceded by “swam,” it means
fer to Jane Austenin the sentences “Jane Austenwas | “river edge.” The 701 actually worked with #-
an author. She wrote Pride and Prejudice.” grams (more specifically, two-word bigrams).

Unfortunately for our robot, matters are notal- Statistical systems have significant advantages

ways so simple. In her 1998 dissertation, psycholin- | because the programmer does not need to formu-
guist Jennifer Arnold estimated thatonly 64 per- | late explicit rules such as “‘general’ comes before

m

EMILE WAMSTEKER AP Phato (United Nations): PHIL BRAY Tauchistone/The Hobal Caifection (Bleentennlal Man)

cent of subject pronouns refer to the previous | ‘major’™ or even abstract rules such as “adjectives
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Chatty Programs

come before nouns.” Statistical systems simply
learn which words come before which other words.
More complex implementations track information
such as parts of speech, too, helping language ma-
chineslearn that “check” is a better predictor of “fi-
nancial institation” when used as a noun rather
than as a verb.

Research also suggests that statistical learning—
the ability to recognize patterns in the environment—
may help humans absorb language, making the
method particularly appealing to robot designers. A
1996 study by psychologists Jenny Saffran, Richard
Aslinand Elissa Newport of the University of Roch-
ester showed that even eight-month-old infants could
learn trigram probabilities—the likelihood of trios of
words or syllables to appear in sequence. The re-
searchers had infants listen to strings of nonsense syl-
lableslike bidakupadotigolabi. The trigrams bidaku,

padoti and golabi were all very common; others, in-
cluding dakwupa, were much less so. After hearing
these nonsense strings for two minutes, the babies
could tell the difference between the common and
uncommon trigrams (they listened longer to the rar-
er ones, as if they were new); the authors interpreted
the aptitude as evidence that children could learn
word boundaries in this fashion. Similarly, in 2010 a
team led by psychologist Christopher Conway of
Saint Louis University found that people who are
better at statistical learning are also better at making
out speech under noisy conditions.

Although s#-gram machines are not the only type
of language system that scientists are trying out, en-
gineers lile using them because getting hold of large
corpora is easy. Google, for instance, has published
a Web corpus with more than a trillion words. But
for corpora to sort out the subtleties of word mean-

www.ScientificAmerican.com/Mind
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A sea of meaning:
Pity the robot that has
to sort out pronouns.
Words like “he” and
“she” can indicate just
about any person of
the correct gender.
Pronouns usually refer
to the subject of the
previous sentence,
but only about two
thirds of the time.

ing and pronoun reference, the sentences must be
tagged—that is, labeled with the definition or the
part of speech of each word—and most basic corpo-
ra are not. The largest corpus tagged for meaning is
SemCor (short for semantic correlation). Created at
Princeton University, SemCor contains 360,000
words. That is a very large corpus measured by the
effort needed to label all those words, but small for
the purposes of the talking robot’s engineer.

We can get a sense of the ensuing strengths and
weaknesses of #-gram machines by looking at a
pair of such systems developed by Google. One, a
statistical translator called Google Translate, is fed
a diet of documents that have already been trans-
lated into a variety of languages. (Google Trans-
late’s original fodder consisted largely of United
Nations documents, which are issued in multiple
languages.) Because a homophone in one language
is typically represented by two words in another
{“bank” is orilla and barnce in Spanish), the bilin-
gual corpora used to train statistical translation
machines can stand in for a meaning-tagged cor-
pus. The translator can learn to distinguish sen-

B0 SCIENTIFIC AMERICAN MIND

tences containing “bank” in English and orilla in
Spanish {most likely sentences with the word
“swim®) from those containing “banlc™ in English
and banco in Spanish (sentences with the words
“cashed” and “check™).

Google Scribe—a tool that predicts your next
word as vou type—is another variant of the #-gram
machine designed to help generate sentences. Type

-

“major,” and it predicts the following: “role,” “cit-

M i ELTY

ies,” “and,” “role in,” “problem,” “histocompati-
bility complex,” “league.” All these are common
combinations (even “major histocompatibility com-
plex,” which has more than a million Google hits}.

This abundance of possibilities points to a prin-
cipal limitation of today’s #-gram machines. Be-
cause they track contexts only a few words long,
they break down if there is too much room between
relevant words. Type in “He swamn to the bank,”
and Google Translate recurns £ nade basta la oril-
la, which is correct. Try “He swam to the nearest
bank,” though, and you get £ nadd basta el banco
mds cercano, which means “He swam to the near-
est financial institution.” Bilingual corpora are also
little help in sorting out polysemous words and pro-
nouns. Many words that are polysemes in one lan-
guage are polysemes in others,

Similarly, Google Scribe and other simple -
gram machines can neither handle new words nor
generate useful sentences. Even young children can
use new words in sentences, but Google Scribe
makes no suggestions after you type in the coinage
“wug.” And because it learns the statistics only of
short phrases, the sentences it produces are coher-
ent word by word but ramble on nonsensically. For
instance, type “Google™ into Google Scribe and se-
lect the first suggestion it gives after each word, and
vou end up with “Google Scholar search results on
terms that are relevant to the topic of the Large
Hadron Collider at the European level and the oth-
er is a more detailed description of the invention.”
Such #-gram systems simply cannot relate the be-

ginning of a sentence to the end.

Inching toward Talking Robots

One of the simplest ways to improve #-gram ma-
chines would be to have them use longer sequences.
This task is more difficult than it sounds. Assume a

MOODBOARD/CORBIS
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language contains only 10,000 words. To include
every possible trigram, a word machine would have
to learn a trillion combinations—10,000 to the third
power. Storing every possible six-word sequence
(still not long enough to do the job) would require
10%* combinations—about 10 trillion exabytes of in-
formation. All the digital information on planet
Earth was reckoned in 2009 at only 500 exabytes.

But even if it had the backing of a gargantuan
corpus tagged for meaning, the apt robot pupil
would still need to absorb some streetsmarts before
it could speak with authority. In a classic 1960 pa-
per philosopher Yehoshua Bar-Hillel of Hebrew
University argued that recourse to surrounding
words would never explain how people know that
“pen” in “the box was in the pen” must refer to an
enclosure, not a writing device; the inference springs
not from the context but from our knowledge that
boxes do not fit inside writing devices.

To help give robots the benefit of real-world ex-
perience while bridging the data gap, several recent
Web-based projects have sought to enlist the public.
Computer scientists at Carnegie Mellon University,
led by Anthony Tomasic, will seon launch an Lnter-
net game called Jinx. Two players are presented
with a word in the context of a sentence (for in-
stance, “John cashed a check at the BANK™) and
are asked to type related words as quickly as possi-
ble. They win points if they both come up with the
same word. The researchers can use these guesses,
particularly when the players agree, to label the
meanings of the ambiguous words, creating a
tagged corpus larger than SemCor.

My own Pronoun Sleuth (gameswithwords.org/
PronounSleuth) is a Web site that asks volunteers to
read sentences containing pronouns and decide to
whom the pronoun refers, as in “Sally went to the
store with Mary. She bought ice cream.” For some
sentences, agreement among the players is fairly
strong; in others, less so. We have found that to dis-
tinguish one kind of sentence from the other, we
need data from 30 to 40 people. Atlast count, more
than 5,000 participants have judged several sen-
tences apiece. Snedeker and [ recently submitted a
paper that had data for 1,000 sentences—a small
number relative to what robots would need t sort
out pronoun nuances, butit is by far the largest da-

tabase of such sentences that is currently
available.

Phrase Detectives (anawiki.essex.ac.uk/
phrasedetectives), created in 2008 by com-
puter scientists at the University of Essex
in England, takes a more traditional ap-
proach, presenting players with a section
of a book or article. When participants
come across a pronoun, they are asked
to identify the word to which the pronoun
refers. Phrase Detectives also asks players
about other referential expressions. The
experimenters are interested, for instance, if
players recognize that in the passage “Jane Aus-
ten wrote Pride and Prejudice. The book was very

ELT

popular,” “the book” refers to Pride and Prejudice.
Thus far players of Phrase Detectives have complet-
ed work on 317 documents. Collectively, data from
projects such as these will enable us to build and
test theories that may lead one day to pronoun-us-
ing robots.

When, though, is an open question, and our ex-
pectations may be as unrealistic as ever. Despite un-
derstanding the obstacles, Franz Joseph Och, head
of Google’s machine-translation group, said in a re-
cent interview with the Los Angeles Times that in-
stantanecus speech-to-speech translation a la Star
Trek’s universal translator should be possible “in the
not too distant future.” But building a talking robot
will require understanding the secrets of language
itself, which may prove just as elusive as anything
else on Star Trek. M
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