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Note:

Numerous errors were introduced into the published version by the copy editor’s decision not to
use single quotes to form the names of words, but rather to use italics. That would be fine (after all,
linguists do it that way), but the copy editor was inconsistent in his use of italics for this purpose,
and there was no way for me to distinguish between the use of italics for this purpose and their
use for emphasis. In addition, none of the corrections for the abstract, authors’ affiliations, and
bibliography were made. Sigh.
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PARA. LINE ERROR CORRECTION
x (abstract) 6 can can
x (abstract) 7 revised revised
x (abstract) 7 converges “converges”
x (abstract) 7 dictionarylike dictionary-like
x (abstract) 9 settles down “settles down”
x (abstract) 9 steady state “steady state”

xix information for Karen Ehrlich is wrong; see 1st page of this ERRATA for correct affiliation

347 2 2 word). word):
348 “An Example” 2 5 The “(1)” should be right-justified
349 1 25 brachet brachet

350 2 2 brachet brachet
350 –3 brachet brachet

352 2 3 unsupervised unsupervised
352 2 4 error-correction “error-correction”
352 2 5 not not
352 2 5 correct “correct”

353 1 –3 not not
353 1 –3 to –2 correct “correct”

357 1 –4 in common with “in common with”
357 1 –4 in distinction of “in distinction of”

358 “Implementation” 1 4 how how
359 2 2 default reasoning “default reasoning”
362 0 –3 dress dress

363 1 9 Martins Shapiro Martins & Shapiro
363 1 14 intrinsic intrinsic

365 Table 1 last column head Inclusion Inclusions
s

365 “Other Examples” item 2 smite smite
365 “Other Examples” 2 1 revision “revision”
365 “Smite” 0 Smite Smite

366 1 1 If (should not begin a new para)
366 3 1 smite smite

367 2 (too much space between ‘slain.’ & ‘King’)
367 6 Reply S1: Reply S1:
367 (before “Dress”) –3 smite smite
367 “Dress” 0 Dress Dress
367 –2 not not
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PARA. LINE ERROR CORRECTION
368 3 dress dress
368 10 Question D2: Question D2:
368 12 not background belief (2) not background belief (2)
368 16 rejecting rejecting
368 16 add add
368 17 either either
368 17 or or

372 “Siskind” 2 –6 correct “correct

word-to-meaning word-to-meaning
mapping mapping”

373 “Future Work” 7 previously above
373 “Algorithm for Noun Definition” 1 “N.” “N”

375 “Algorithm for Verb Definition” 1 “V.” “V”
375 Note 3 brachet brachet
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