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UNDERSTANDING UNDERSTANDING:
SYNTACTIC SEMANTICS AND COMPUTATIONAL COGNITION

William J. Rapaport
State University of New York at Buffalo

John Searle (1993: 68) says: “The Chinese room shows what we knew all
along: syntax by itself is not sufficient for semantics. (Does anyone actually
deny this point, I mean straight out? Is anyone actually willing to say, straight
out, that they think that syntax, in the sense of formal symbols, is really the
same as semantic content, in the sense of meanings, thought contents, under-
standing, etc.?).” I say: “Yes”. Stuart C. Shapiro (in conversation, 19 April
1994) says: “Does that make any sense? Yes: Everything makes sense. The
question is: What sense does it make?” This essay explores what sense it makes
to say that syntax by itself is sufficient for semantics.

1 Computational Natural-Language Understanding
and a Computational Mind
1.1 Understanding Language.

What does it mean to understand language? “Semantic” understanding is a
correspondence between two domains; a cognitive agent understands one of those
domains in terms of the other. But if one domain is to be understood in terms
of another, how is the other understood? Recursively, in terms of yet another.
But, since recursion needs a base case, there must be a domain that is not unders-
tood in terms of another. So, it must be understood in terms of itself. How?
Syntactically! Put briefly, bluntly, and a bit paradoxically, semantic understand-
ing is syntactic understanding. Thus, any cognitive agent—including a com-
puter—capable of syntax (symbol manipulation) is capable of understanding
language.

1.1.1. Computers, programs, and processes.

What does it mean for a computer to understand language? Strictly speak-
ing, neither computers nor programs can do so. Certainly, but uninterestingly, no
present-day computers or Al programs do so. Some suitably-programmed com-
puters can process a lot of natural language, though none can do it (yet) to the
degree needed to pass a Turing Test. Rather, if a suitably programmed computer
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is ever to pass a Turing Test for natural-language understanding, what will
understand will be neither the mere physical computer (the hardware) nor the
static, textual program (the software), but the dynamic, behavioral process—the
program being executed by the computer (cf. Tanenbaum 1976: 12; Smith 1987,

§5).
1.1.2 The real thing.

Such a successful natural-language—understanding process will be an
example of “strong AI”. First, it will probably be “psychologically valid”; i.e.,
the underlying algorithm will probably be very similar (if not identical) to the
one we use. Second, natural-language understanding is at least necessary, and
possibly sufficient, for passing the Turing Test. Thus, anything that passes the
Turing Test does understand natural language. But such a process will pass the
Turing Test. So, such a process will do more than merely simulate natural-
. language understanding; it will really understand natural language. Or so I claim.
What is needed for any cognitive agent—human or computer—to understand
language?

1.1.2.1 Robustness. A cognitive agent that understands language must be
“open-ended” or “robust”, able to deal with “improvisational audience-participa-
tion discourse”.

Although some “canned” patterns of conversation will be needed, as in theo-
ries of “frames”, “scripts”, etc. (e.g., Minsky 1975, Schank & Riesbeck 1981),
it cannot rely solely on these. For we can use language in arbitrary and unfore-
seen circumstances. Similarly, the language-understanding process must be able
to improvise.

Second, monologues are fine as far as they go; but a language-using entity
unable to converse with an interlocutor would not pass the Turing Test. Interac-
tion provides feedback, allowing the two natural-language—understanding systems
(the two interlocutors) to reach mutual understanding (to “align” their “knowl-
edge bases”). It also provides causal links with the outside world.

Finally, the process must be able to understand not only isolated sentences,
but sequences of sentences that form a coherent discourse. What it understands
at any point in a discourse will be a function partly of what it understood before.
(Cf. Segal et al. 1991: 32.)

1.1.2.2 Natural-Language Competencies. A natural-language—understanding
process must understand virtually all input that it “hears” or “reads”, whether
grammatical or not; after all, we do. It must remember what it believed or heard
before, as well as what it learns during a conversation. It must be able to perform
inference on what it hears and believes; revise its beliefs, as needed; and remem-
ber what, that, how, and why it inferred. It must be able to plan and to under-
stand plans: In particular, it must be able to plan speech acts, so that it can
generate language to answer questions, to ask questions, and to initiate conversa-
tion. Thus, it must be both a natural-language—understanding process and a
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natural-language—generation process; call this natural-language competence
(Shapiro & Rapaport 1991). And it must be able to understand the speech-act
plans of its interlocutors, in order to understand why speakers say what they do.
This, in turn, requires the process to have (or to construct) a “user model”—a
theory of the interlocutor’s beliefs. Last on this list (though no doubt more is
needed), it must be able to learn via language—to learn about non-linguistic
things (the external world, others’ ideas), and to learn about language, including
its own language: It must be able to learn its own language from scratch, as we
do from infancy, as well as consciously learn the syntax and semantics of its
language, as we do (or should) in school.

1.1.3 Mind.

To do all of this, a cognitive agent who understands natural language must
have a “mind”—what Al researchers call a ‘knowledge base’. Initially, it will
contain what might be called “innate ideas”—anything in the knowledge base
before any language use begins. And it will come to contain beliefs resulting
from perception, conversation, and inference. Among these will be internal
representations of external objects.

For convenience and perspicuousness, let us think of the knowledge base or
mind as a propositional semantic network, whose nodes represent individual
concepts, properties, relations, and propositions, and whose connecting arcs
structure atomic concepts into molecular ones (including structured individuals,
propositions, and rules). The specific semantic-network theory we use is the
SNePS knowledge representation and reasoning system (see §1.2), but you can
think in terms of other such systems, such as (especially) Discourse Representa-
tion Theory,' the KL-ONE family,”> Conceptual Dependency,’ or Conceptual
Graphs.* (Or, if you prefer, you can think in terms of a connectionist system.)

1.1.4 Syntax suffices.

Philosophy must be done in the first person, for the first person. (Hector-Neri
Castafieda, in conversation, 1984)

Meaning will be, inter alia, relations among these internal representations
of external objects, on the one hand, and other internal symbols of the language
of thought, on the other. A cognitive agent, C, with natural-language competence
understands the natural-language output of another such agent, O, “by building
and manipulating the symbols of an internal model (an interpretation) of [O’s]
output considered as a formal system. [C]’s internal model would be a knowl-
edge-representation and reasoning system that manipulates symbols” (Rapaport
1988b: 104). Hence, C’s semantic understanding of O is a syntactic enterprise.

Two semantic points of view must be distinguished. The external point of
view is C’s understanding of O. The internal point of view is C’s understanding
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of itself. There are two ways of viewing the external point of view: the “third-
person” way, in which we, as external observers, describe C’s understanding of
O, and the “first-person” way, in which C understands its own understanding of
O. Traditional referential semantics is largely irrelevant to the latter, primarily
because external objects can only be dealt with via internal representations of
them. It is first-person and internal understanding that I seek to understand and
that, I believe, can only be understood syntactically. I have argued for these
claims in Rapaport 1988b. The rest of this essay is an investigation into what
kind of sense this makes.

1.2 A Computational Mind.

The specific knowledge-representation and reasoning (KRR) system I will
use to help fix our ideas is the SNePS Semantic Network Processing System
(Shapiro 1979; Shapiro & Rapaport 1987, 1992, 1995). As a knowledge-represen-
_ tation system, SNePS is symbolic (or “classical”; as opposed to connectionist),
propositional (as opposed to being a taxonomic or “inheritance” hierarchy), and
fully intensional (as opposed to (partly) extensional). As a reasoning system, it
has several types of interrelated inference mechanisms: “node-based” (or “con-
scious™), “path-based” (generalized inheritance, or “subconscious™), “default”, and
belief-revision. Finally, it has certain sensing and effecting mechanisms, namely:
natural-language competence, and the ability to make, reason about, and execute
plans. Such, at least, is SNePS in principle. Various implementations of it have
more or less of these capabilities, but I will assume the ideal, full system.

There is no loss of generality in focussing on such a symbolic system. A
connectionist system that passed the Turing Test would make my points about
the syntactic nature of understanding equally well. For a connectionist system is
just as computational—as syntactic—as a classical symbolic system (Rapaport
1993).

That SNePS is propositional rather than taxonomic merely means that it
represents everything propositionally. Taxonomic hierarchical relationships
among individuals and classes are represented propositionally, too. Systems that
are, by contrast, primarily taxomonic have automatic inheritance features; in
SNePS, this is generalized to path-based inference. Both events and situations can
also be represented in SNePS.

But SNePS is intensional, and therein lies a story. To be able to model the
mind of a cognitive agent, a KRR system must be able to represent and reason
about intensional objects, i.e., objects not substitutable in intensional contexts
(such as the moming star and the evening star), indeterminate or incomplete
objects (such as fictional objects), non-existent objects (such as a golden moun-
tain), impossible objects (such as a round square), distinct but coextensional
objects of thought (such as the sum of 2 and 2, and the sum of 3 and 1), and so
on. We think and talk about such objects, and therefore so must any entity that
uses natural language.
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We use SNePS to model, or implement, the mind of cognitive agents named
‘Cassie’ and ‘Oscar’.’ If Cassie passes the Turing Test, then she is intelligent and
has (or perhaps is) a mind. (Or so I claim.) Her mind consists of SNePS nodes
and arcs; i.e., SNePS is her language of thought (in the sense of Fodor 1975). If
she is implemented on a Sun workstation, then we might also say that she has
a “brain” whose components are the “switch-settings” (the register contents) in
the Sun that implements the nodes and arcs of her mind.

We will say that Cassie can represent—or think about—objects (whether
existing or not), properties, relations, propositions, events, situations, etc. Thus,
all of the things represented in SNePS when it is being used to model Cassie’s
mind are objects of Cassie’s thoughts (i.e., Meinongian objects of Cassie’s
mental acts); they are, thus, intenfional—hence intensional—objects. They are not
extensional objects in the external world, though, of course, they may bear some
relationships to such external objects.

I cannot rehearse here the arguments I and others have made elsewhere for
these claims about SNePS and Cassie. I will, however, provide examples of
SNePS networks in the sections that follow. (For further examples and argumen-
tation, see, e.g., Maida & Shapiro 1982; Shapiro & Rapaport 1987, 1991, 1992,
1995; Rapaport 1988b, 1991; Rapaport & Shapiro 1995.)

Does Cassie understand English? (This question is to be understood as urged
in §1.1.1.) If so, how? Searle, of course, would say that she doesn’t. I say that
she does—by manipulating the symbols of her language of thought, viz., SNePS.
Let’s turn now to these issues.

2  Semantics as Correspondence
2.1 The Fundamental Principle of Understanding.

It has been said that you never really understand a complex theory such as
quantum mechanics—you just get used to it. This suggests the following Funda-
mental Principle of Understanding:

To understand something is either
1. to understand it in terms of something else, or else
2. to “get used to it”.

In type-1 understanding, one understands something relative to one’s under-
standing of another thing. This is a correspondence theory of understanding (or
meaning, or semantics—terms that, for now, I will take as rough synonyms). The
correspondence theory of truth is a special case.

Type-2 understanding is non-relative. Or, perhaps, it is relative—but to
itself: To understand something by getting used to it is to understand it in terms
of itself, perhaps to understand parts of it in terms of the rest of it. The coher-
ence theory of truth is a special case.

Type-1 understanding is externally relative; type-2 understanding is inter-
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nally relative. Type-1 understanding concerns correspondences between two
domains; type-2 understanding concerns syntax.

Since type-1 understanding is relative to the understanding of something
else, one can only understand something in this first sense if one has antecedent
understanding of the other thing. How does one understand the other thing?
Recursively speaking, either by understanding it relative to some third thing, or
by understanding it in itself—by being used to it. Either this “bottoms out” in
some domain that is understood non-relativistically, or there is a large circle of
domains each of which is understood relative to the next. In either case, our
understanding bottoms out in “syntactic” understanding of that bottom-level
domain or of that large domain consisting of the circle of mutually or sequen-
tially understood domains.

‘Correspondence’ and ‘syntactic understanding’ are convenient shorthand
expressions that need explication. Before doing so, let me make it clear that I use
the terms ‘syntax’ and ‘semantics’ in Morris’s classic sense (Morris 1938: 6-7):
. Syntax concerns the relations that symbols have among themselves and the ways
in which they can be manipulated. Semantics concerns the relations between
symbols, on the one hand, and the things the symbols “mean”, on the other.
Classically, then, semantics always concerns two domains: a domain of things
taken as symbols and governed by rules of syntax, and a domain of other things.
Call these two domains, respectively, the ‘syntactic domain’ and the ‘semantic
domain’. There must also be a relation between these two domains—the
“semantic relation”.

Understanding, in the usual and familiar sense of type-1 understanding, is
a semantic enterprise in Morris’s sense of semantics. But this has some surprising
ramifications. Once these are seen, we can turn to the less familiar, type-2 sense
of understanding as a syntactic enterprise (§3).

When faced with some new phenomenon or experience, we seek to under-
stand it. Perhaps this need to understand has some evolutionary survival value;
perhaps it is uniquely human. Our first strategy in such a case is to find some-
thing, no matter how incomplete or inadequate, with which to compare the new
phenomenon or experience. By thus interpreting the “unknown” or “new” in
terms of the “known” or “given”, we seek analogies that will begin to satisfy, at
least for the moment, our craving for understanding. For instance, I found the
film, My Twentieth Century, to be very confusing (albeit quite entertaining—part
of the fun was trying to figure it out, trying to understand it). I found that I
could understand it—at least as a working hypothesis—by mapping the carefree
character Lili to the pleasure-seeking, hedonistic aspects of 20th-century life;
another character—her serious twin sister, Dora—to the revolutionary political
activist, social-caring aspects of 20th-century life; and the third main charac-
ter—a professor—to the rational, scientific aspects of 20th-century life. The film,
however, is quite complex, and these mappings—these correspondences or analo-
gies—provided for me at best a weak, inadequate understanding. The point,
however, is that I had to—I was driven to—find something in terms of which I
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could make sense of what I was experiencing.

This need for connections as a basis for understanding, as an anchor in
uncharted waters, can also be seen in the epiphenal well-house episode in the life
of Helen Keller. With water from the well running over one hand while Annie
Sullivan finger-spelled ‘w-a-t-e-r’ in the other, Helen suddenly understood that
‘w-a-t-e-r’ meant water (Keller 1905). This image of one hand literally in the
semantic domain and the other literally in the syntactic domain is striking. By
“co-activating” her knowledge (her understanding) of the semantic domain (viz.,
her experiences of the world around her) and her knowledge of the syntactic
domain (viz., her experiences of finger-spellings), she was able to “integrate” (or
“bind”) these two experiences and thus understand (cf. Mayes 1991: 111).

Is there an alternative to the classical view of semantics as correspondence?
Many philosophers and linguists look with scorn upon formal or model-theoretic
semantics. However, as long as one is willing to talk about “pairings” of senten-
ces (or their structural descriptions) with meaning (cf. Higginbotham 1985: 3),
there is no alternative. That is, if we are to talk at all about “the meaning of a
sentence”, we must talk about two things: sentences and meanings. Thus, there
must be two domains: the domain of sentences (described syntactically) and the
domain of the semantic interpretation.

There is, however, another kind of semantics, which linguists not of the
formal persuasion study. Here, one is concerned not with what the meanings of
linguistic items are, but with semantic relationships among linguistic items:
synonymy, implication, etc.® These relationships are usually distinct from, though
sometimes dependent upon, syntactic relationships. But note that they are,
nonetheless, relationships among linguistic, i.e., syntactic, items. Hence, on our
terms, they, too, are “syntactic”, not “semantic”.’” So, semantics is either
correspondence or else syntactic.

2.2 Tarskian Semantics.
2.2.1 Syntactic systems.

On the standard view, the syntactic domain is usually some (formalized)
language L, described syntactically. That is, one specifies a stock of symbols and
rules for forming well-formed formulas (WFFs) from them. (What I intend by
‘symbols’ are just marks, (perhaps) physical inscriptions or sounds, that have
only some very minimal features such as having distinguished, relatively
unchanging shapes capable of being recognized when encountered again.) A lan-
guage is sometimes augmented with a Jogic: Certain WFFs of L are distinguished
as axioms (or “primitive theorems”), and rules of inference are provided that
specify how to produce “new” theorems from “old” ones. The general pattern
should be familiar (see, e.g., Rapaport 1992ab). The point is that all we have so
far are symbols and (syntactic) rules for manipulating them either linguistically
(to form WFFs) or logically (to form theorems)—syntax in Morris’s sense.
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2.2.2 Semantic interpretations.

Given a syntactic domain such as L, one can ask purely “internal”, syntactic,
questions: What are L’s WFFs and theorems? One can also ask: What’s the
meaning of all this? What do L’s symbols mean (if anything)? What, e.g., is so
special about the WFFs or the theorems? To answer this sort of question, we
must go outside the syntactic domain, providing “external” entities that the
symbols mean, and showing the mappings—the associations, the correspon-
dences—between the two domains.

Now a curious thing happens: I need to show you the semantic domain. If
I’'m very lucky, I can just point it out to you—we can look at it together, and I
can describe the correspondences (“The symbol 4, means that red thing over
there.”). But, more often, I have to describe the semantic domain to you in...
symbols, and hope that the meaning of those symbols will be obvious to you.

As an example, let’s see how to provide a semantic interpretation of L.
. Assuming L has individual terms, function symbols, and predicate symbols
—combinable in various (but not arbitrary) ways—I need to provide meanings
for each such symbol as well as for their legal combinations. So, we’ll need a
non-empty domain D of things that the terms will mean and sets F and R of
things that L’s function and relation symbols will mean, respectively. These three
sets can be collectively called M (for Model). D contains anything you want to
talk or think about. F and R contain functions and relations on D of various
arities—i.e., anything you want to be able to say about the things in D. That’s
our ontology, what there is.

Now for the correspondences. To say what a symbol of L means in M, we
can define an interpretation mapping / that will assign to each symbol of L some-
thing in M. Again, the general way of doing this should be familiar (cf. Rapaport
1992ab). Typically, / is a homomorphism; i.e., it satisfies a principle of composi-
tionality: The interpretation of a molecular symbol is determined by the interpre-
tations of its atomic constituents in the usual recursive manner. Ideally, / is an
isomorphism—a 1-1 and onto homomorphism; i.e., every item in M is the mean-
ing of just one symbol of L.® (Being onto is tantamount to L’s being “complete”.)
In this ideal situation, M is a virtual duplicate of L. (Indeed, M could be L itself
(cf. Chang & Keisler 1973: 4ff), but that’s not very interesting or useful for
understanding L.) Less ideally, there might be symbols of L that are rot inter-
pretable in M: I would be a partial function. Such is the case when L is English
and M is the world (‘unicorn’ is English, but unicorns don’t exist), though if we
“enlarge” or “extend” M in some way, then we can make / total (e.g., we could
take M to be Meinong’s Aussersein instead of the actual world; cf. Rapaport
1981). In another less ideal circumstance, “Horatio’s Law” might hold: There are
more things in M than in L; i.e., there are elements of M not expressible in L:
I is not onto. Or / might be a relation, not a function, so L would be ambiguous.
There is another, more global, sense in which L could be ambiguous: By
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choosing a different M (and a different /), we could give the symbols of L
entirely distinct meanings. Worse, the two Ms need not be isomorphic.

Suppose that L is a language for ordinary propositional logic and that M is
a model for it consisting of states of affairs and Boolean operations on them. As
an experiment, one could devise an exotic formal symbol system L' using, say,
boxes and other squiggles as symbols, and give it a syntax like—but not
obviously like—that of L (say, with only postfix notation, to make it more disori-
enting). Not realizing that it was syntactically isomorphic to L, one could only
understand L’ by getting used to manipulating its symbols, laboriously creating
WFFs and proving theorems: doing grammatical and logical syntax. But one
could provide relief by giving a semantic interpretation of L’ in terms of a model
whose domain is L’s atomic symbols. Of course, I could also have told you what
L”s symbols mean in terms of L’s model, M. In that case, L’ just is ordinary
propositional logic, exotically notated. In the first way, the model for L' is itself
a syntactic formal symbol system (viz., L) whose meaning can be given in terms
of M, but L”s meaning can be given either in terms of L or in terms of M.

Obviously, the exotic L' is not a very “natural” symbol system. Usually,
when one presents the syntax of a formal symbol system, one already has a
semantic interpretation in mind, and one designs the syntax to “capture” that
semantics: In a sense that will become clearer, the syntax is a model—an imple-
mentation—of the semantics.

We also see that it is possible and occasionally even useful to allow one
syntactic formal symbol system to be the semantic interpretation of another. Of
course, this is only useful if the interpreting syntactic system is antecedently
understood. How? In terms of another domain with which we are antecedently
familiar! So, in our example, the unfamiliar L' was interpreted in terms of the
more familiar L, which, in turn, is interpreted in terms of M. And how is it that
we understand what states of affairs in the world are? Well...we’ve just gotten
used to them.

In our example, L is a sort of “swing” domain, serving as L"”s semantic
domain and as M’s syntactic domain. We can have a “chain” of domains, each
of which except the first is a semantic domain for its predecessor, and each of
which except the last is a syntactic domain for its successor. To understand any
domain in the chain, we must understand its successor. How do we understand
the last one? Syntactically. But I'm getting ahead of myself. Let’s first look at
some “chains”.

2.3 The Correspondence Continuum: Data.

Let’s begin with examples of pairs of things: One member of each pair
plays the role of the syntactic domain; the other plays the role of the semantic
domain.

1. The first example is the obvious one: L and M (or L' and L).
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2.

The next examples come from what I’ll call (after Wartofsky 1979) The Muddle
of the Model in the Middle. There are two notions of “model” in science and
mathematics: We speak of a “mathematical model” of some physical phenome-
non, by which we mean a mathematical, usually formal, theory of the phenome-
non. In this sense, a model is a syntactic domain whose intended semantic
interpretation is the physical phenomenon being “modeled”. But we also speak
of a semantic interpretation of a syntactic domain as a “model”, as in the phrase
‘model-theoretic semantics’. In this sense, a model is a semantic domain. We
have the following syntax/semantics pairs:

data/formal theory (i.e., theory as interpretation of the data),

Jformal theory/set-theoretic (or mathematical) model (i.e., a model of the

theory),

set-theoretic (or mathematical) model/real-world phenomenon.
The latter is closely related to—if not identical with—the data that we began
with, giving us a cycle of domains! (Cf. Rosenblueth & Wiener 1945: 316.)
A newspaper photograph can be thought of as a semantic interpretation of its
caption. But a cognitive agent reading the caption and looking at the photo
makes further correspondences: (a) There will be a mental model of the cap-
tion—the reader’s semantic interpretation ofthe caption-as-syntax; (b) there will
be a mental model of the photo—the reader’s semantic interpretation of the
photo-as-syntax; and, (c) there may be a single mental model that collates the
information from each of these and which, in turn, is a semantic interpretation
of the picture+caption unit. (Srihari & Rapaport 1989, 1990; Srihari 1991ab.)
A musical score, say, Bach’s Goldberg Variations, is a piece of syntax; a
performance of it is a semantic interpretation. And, of course, there could be a
performance of the Goldberg Variations on piano or on a harpsichord. E.g., a
piano transcription of a symphony is a semantic interpretation of the symphony
(cf. Pincus 1990; conversely, Smith (1985: 636) considers “musical scores as
models of a symphony”).
Similarly, the script of a play is syntax; a performance of the play is a semantic
interpretation. For a performance to be a semantic interpretation of the script,
an actual person would play the role (i.e., be the semantic interpretation) of a
character in the play. (Scripts are like computer programs; performances are
like computer processes; see example 17; cf. Rapaport 1988a.)
A movie or play based on a novel can be considered a semantic interpretation
of the text. In this case, there must be correspondences between the characters,
events, etc., in the book and the play or movie, with some details of the book
omitted (for lack of time) and some things in the play or movie added (deci-
sions must be made about the colors of costumes, which might not have been
specified in the book, just as one can write about a particular elephant without
specifying whether it’s facing left or right, but one can’t show, draw, or imagine
the elephant without so specifying).
Consider a narrative text as a piece of syntax: a certain sequence of sentences
and other expressions in some natural language. The narrative tells a story—the
story is a semantic interpretation of the text. On this way of viewing things, the
narrative has a “plot”—descriptions of certain events in the story, but not
necessarily ordered in the chronological sequence that the events “actually”
occurred in. Thus, .one story can be told in many ways, some more interesting
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or suspenseful than others. The story takes place in a “story world”. Characters,
places, times, etc., in the story world correspond to linguistic descriptions or
expressions of them in the narrative. (Cf. Segal 1995.)

The reader of the narrative constructs a mental model of the narrative as he or
she reads it. This mental story is a semantic interpretation of the syntactic
narrative. Or one could view it as a theory constructed from the narrative-as-
data (cf. Bruder et al. 1986; Duchan et al. 1995).

Examples 4-8 suggest a tree of examples: Some narrative text might be
interpreted as a play, on which an opera is based. There could be a film of a
ballet based on the opera, and these days one could expect a “novelization” of
the film. Of course, a (different) ballet could be based directly on the play, or
a film could have been based directly on the play, then novelized, then re-
filmed. Or a symphony might have been inspired by the play, and then have
several performances.

The linguistic and perceptual "input” to a cognitive agent can be considered as
a syntactic domain whose semantic interpretation is provided by the agent’s
mental model of his or her (or its) sensory input. (The mental model is the
agent’s “theory” of the sensory “data”; cf. examples 2, 8.)

The mental model, in turn, can be considered as a syntactic language of thought
whose semantic interpretation is provided by the actual world. In this sense, a
person’s beliefs are true to the extent that they correspond to the world.

In Kamp’s Discourse Representation Theory, there is a discourse (i.e., a linguis-
tic text—a piece of syntax), a (sequence of) discourse representation structures,
and the actual world (or a representation thereof), with mappings from the
discourse to the discourse representation structures, from the discourse to the
world, and from the discourse representation structures to the world. Each such
mapping is a semantic interpretation. One can also consider the corresponden-
ces, if any, between the story world and the actual world; these, too, are
semantic. (Cf. examples 7, 8, 10, and 11.)

The Earth is the semantic domain for a global map.

A house is a semantic interpretation of a blueprint (cf. Potts 1973, Rapaport
1978, Smith 1985).

A scale model (say, of an airplane) corresponds to the thing modeled (say, the
airplane itself) as syntax to semantic interpretation. And, of course, the thing
modeled could itself be a scale model, say, a statue; so I could have a model of
a statue, which is, in turn, a model of a person. (Cf. Smith 1985, Shapiro &
Rapaport 1991).

A French translation of an English text can be seen from the French speaker’s
point of view as a semantic interpretation of the English syntax, and from the
English speaker’s point of view as a syntactic expression of the English (cf.
Gracia 1990: 533).

A computer program is a static piece of syntax; a computer process can be
thought of as its semantic interpretation. And, according to Smith, one of the
concerns of knowledge representation is to interpret processes in terms of the
actual world: “It follows that, in the traditional terminology, the semantic
domain of traditional programming language analyses [which “take...semantics
as the job of mapping programs onto processes”] should be the knowledge
representer’s so-called syntactic domain” (Smith 1987: 15, 17-18).
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18. A data structure (such as a stack or a record) provides a semantic interpretation
of (or, a way of categorizing) the otherwise inchoate and purely syntactic bits
in a computer (Tenenbaum & Augenstein 1981, Schneiderman 1993). Suppose
we have a computer program intended to model the behavior of customers
lining up at a bank. Some of its data structures will represent customers. This
gives rise to the following transitive syntax-semantics chain: syntactic bits are
semantically interpreted by data structures, which, in turn, are semantically
interpreted as customers. (Cf. Smith 1982: 11.)

No doubt you can supply more examples. My conclusion is this:

Semantics and correspondence are co-extensive. Whenever two domains
can be put into a correspondence (preferably, but not necessarily, a
homomorphism), one of the domains (which can be considered to be the
syntactic domain can be understood in terms of the other (which will be
the semantic domain).

2.4 The Correspondence Continuum: Implications.

The syntactic domain need not be a "language”, either natural or formal. It
need only be analyzable into parts (or symbols) that can be combined and
related—i.e., manipulated—according to rules. (Cf. Wartofsky 1979: 6.)

Moreover, the so-called "syntactic” and "semantic” domains must be treated
on a par; i.e., one cannot say of a domain that it is syntactic except relative to
another domain which is taken to be the semantic one, and vice versa: “[T]he
question of whether an element is syntactic or semantic is a function of the point
of view; the syntactic domain for one interpretation function can readily be the
semantic domain of another (and a semantic domain may of course include its
own syntactic domain)” (Smith 1982: 10).

Finally, what makes something an appropriate semantic domain is that it
be antecedently understood. This is crucial for promoting semantics as “mere”
correspondence to the more familiar notion of semantics as meaning or under-
standing. And ultimately such antecedent understanding is syntactic manipulation
of the items in the semantic domain.

Suppose that something identified as the semantic domain is not anteced-
ently understood, but that the putative syntactic domain is. Then, by switching
their roles, one can learn about the former semantic domain by means of its
syntactic “interpretation” (cf. Rosenblueth and Wiener 1945: 318, Corless 1992:
203).°

2.5 The Correspondence Continuum of Brian Cantwell Smith.

What I have referred to as the “correspondence continuum” has received its
most explicit statement and detailed investigation in the writings of Brian
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Cantwell Smith (from whom I have borrowed the term).
2.5.1 Worlds, models, and representations.

In an important essay on computer ethics, Smith (1985) sets up the
Wartofskian “model muddle” as follows:

When you design...a computer system, you first formulate a model of the
problem you want it to solve, and then construct the computer program in its
terms. ...

To build a model is to conceive of the world in a certain delimited way.
...[Clomputers have a special dependence on these models: you write an explicit
description of the model down inside the computer, in the form of a set of rules
or...representations—.. linguistic formulae encoding, in the terms of the model,
the facts and data thought to be relevant to the system’s behaviour. ...[T]hat’s
really what computers are (and how they differ from other machines): they run
by manipulating representations, and representations are always formulated in
terms of models. (Smith 1985: 636.)

The model is an abstraction of the real-world situation. For instance, “a hospital
blueprint would pay attention to the structure and connection of its beams, but
not to the arrangements of proteins in the wood the beams are made of...” (Smith
1985: 637). The model is itself “modeled” or described in the computer program;
the model, thus, is a “swing domain”, playing the role of syntactic domain to the
real world’s semantic domain, and the role of semantic domain to the computer
program’s syntactic—indeed, linguistic—description of it.

Smith calls the process of abstraction (which for him includes “every act of
conceptualization, analysis, categorization”, in addition to the mere omission of
certain details) a necessary “act of violence—I[if you] don’t ignore some of
what’s going on—you would become so hypersensitive and so overcome with
complexity that you would be unable to act” (Smith 1985: 637). Of course, one
ought to do the least amount of violence consistent with not being overwhelmed.
This might require successive approximations to a good model that balances
abstraction against adequacy. Lakoff’s complaints about “objectivism” (1987) can
be seen as a claim that “classical” categories defined by necessary and sufficient
conditions do too much violence, so that the resulting models are inadequate to
the real-world situations.

But I fail to see why complexity makes acting difficult. The real-world
situation has precisely the maximal degree of complexity, yet a human is capable
of acting. Moreover, a complete and complex model of some real-world situation
might be so complex that a mere human trying to understand it might “drown”
in its “infinite richness” (Smith 1985: 637), much as a human can’t typically
hand-trace a very long and complex computer program. Yet a computer can
execute that program without “drowning” in its complexity.

Nevertheless, for Smith, “models are inherently partial. All thinking, and
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all computation, ...similarly save to be partial: that’s how they are able to work”
(Smith 1985: 637). Note that some of the partiality of thinking and computation
is inherited from the partiality of the model and then compounded: To the extent
that thinking and computation use partial descriptions of partial models of the
world, they are doubly partial. Much inevitably gets lost in translation, so to
speak. Models certainly need to be partial, at least to the extent that the omitted
“implementation” details are irrelevant, and certainly to the extent that they (or
their descriptions) are discrete whereas the world is continuous. But does think-
ing “have to be partial” in order to be “able to work”? A real thinking thing isn’t
partial—it is, after all, part of the real world—though its descriptions of models
of the world might be partial. And that’s really Smith’s point—thinking things
(and computing things) work with partial models. They “represent the world as
being a certain way”, “as being one way as opposed to another” (Smith 1987:
4, 51n.1): They present a fragmentary point of view, a facet of a complete, com-
plex real-world situation—they are objects under a (partial) description (cf.
. Castafieda 1972).

So we have the following situation. On one side is the real world in all its
fullness and complexity. On the other side are partial models of the world
and—embedded in computer programs—partial descriptions of the models. But
there is a gap between full reality, on the one hand, and partial models and
descriptions, on the other, insofar as the latter fail to capture the richness of the
former, which they are intended to interact with: Action “is not partial. ...When
you reach out your hand and grasp a plow, it is the real field you are digging up,
not your model of it...[Clomputers, like us, participate in the real world: they
take real actions” (Smith 1985: 637-638). This holds for programs with natural-
language competence, too. Their actions are speech acts, and they affect the real
world to the extent that communication between them and other natural-
language—using agents is successful.

To see how the “reaching out” can fail to cross the gap, consider a blocks-
world robot I once saw, programmed with a version of an Al program (Winston
1977) for picking up and putting down small objects at various locations in a
confined area. This robot really dealt with the actual world—it was not a simula-
tion. But it did so successfully only by accident. If the blocks were perfectly
arranged in the blocks-world area, all went well. But if they were slightly out of
place—as they were on the day I saw the demo—the robot blindly and blithely
executed its program and behaved as if it were picking up, moving, and putting
down the blocks. More often, it failed to pick them up, knocked others down as
it rotated, and dropped those it hadn’t grasped correctly. It was humorous, even
pathetic. The robot was doing what it was “supposed” to do, what it was pro-
grammed to do, but its partial model was inadequate. Its successful runs were,
thus, accidental—they worked only if the real world was properly aligned to
allow the robot to affect it in the “intended” manner. Clearly, a robot with a
more complete model would do better. The Rochester checkers-playing robot, for
example, has a binocular vision system that enables it to “see” what it’s doing
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and to bring its motions into alignment with a changing world (Marsh et al.
1992).

So, computers participate in the real world without interpretations of their
behavior by humans and without the willing participation of humans.'® Does a
computer with natural-language competence really “use language” or ‘“‘communi-
cate” without a human interpreter? There are two answers: ‘yes’ and ‘no, but so
what?’:

Yes: As long as the computer is using the vocabulary of some natural lan-
guage according to its rules of grammar, it is thereby using that language, even
if there is no other language-using entity around, including a human. This is true
for humans, too: Even if I talk to myself without uttering a sound, I mean things
by my silent use of language; sound or other external signs of language-use are
not essential to language (Cho 1992). And, therefore, neither is a hearer or other
interlocutor."'

No; but so what?: A human might interpret the computer’s natural-language
output differently from how the computer “intended” it. Or one might prefer to
say that the computer’s output is meaningless until a human interprets it. The
output would be mere syntax; its semantics would have to be provided by the
human, although it could be provided by another natural-language—using compu-
ter. However, interpretation problems can arise in human-to-human communica-
tion, too. Nicolaas de Bruijn once told me roughly the following anecdote: Some
chemists were talking about a certain molecular structure, expressing difficulty
in understanding it. De Bruijn, overhearing them, thought they were talking about
mathematical lattice theory, since everything they said could be—and was—inter-
preted by him as being about the mathematical, rather than the chemical, domain.
He told them the solution of their problem in terms of lattice theory. They, of
course, understood it in terms of chemistry. Were de Bruijn and the chemists
talking about the same thing? No; but so what? They were communicating!

It is also important to note that when a natural-language—competent compu-
ter interacts with a human or another natural-language—competent computer, both
need to be able to reach a more-or-less stable state of mutual comprehension. If
the computer uses an expression in an odd way (perhaps merely because it was
poorly programmed or did not adequately learn how to use that expression), the
human (or other interlocutor) must be able to correct the computer—not by
reprogramming it—but by telling it, in natural language, what it should have
said. Similarly, if the human uses an expression in a way that the computer does
not recognize, the computer must be able to figure out what the human meant.
(Cf. Rapaport 1988b and §§2.6.2, 3, below.)

2.5.2 The model-world gap and the third-person point of view.

The gap between model and world is difficult, perhaps impossible, to
bridge:
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..we in general have no guarantee that the models are right—indeed we have
no guarantee about much of anything about the relationship between model and
world.

..[T]here is a very precise mathematical theory called “model theory.” You
might think that it would be a theory about what models are, what they are
good for, how they correspond to the worlds they are models of. ...Unfortu-
nately,..model theory doesn’t address the model-world relationship at all.
Rather, what model theory does s to tell you how your descriptions, representa-
tions, and programs correspond to your model. (Smith 1985: 638.)

To “address the model-world relationship” requires a language capable of
dealing with both the model and the world. This would, at best, be a “Russel-
lian” language that allowed sentences or propositions to be constructed out of
real-world objects (Russell 1903, Moore 1988). It would have to have sentences
that explicitly and directly linked parts of the model with parts of the world
(recall Helen Keller at the well house). How can such model-world links be
made? The only way, short of a Russellian language, is by having another
language that describes the world, and then provide links between that language
and the model. (That would have to be done in a meta-language. I am also
assuming, here, that the model is a language—a description of the world. If it is
a non-linguistic model, we would need yet another language to describe iz.) But
this leads to a Bradleyan regress, for how will we be able to address the
relationship between the world and the language that describes it? This parallels
the case of the mind, which, insofar as it has no direct access to the external
world, has no access to the reference relation.

According to Smith, model theory discusses only the relation (call it R,)
between a model and its description. It does not deal with the relation (call it R,)
between the model and the real-world situation. But if semantics is correspon-
dence, the two cases should be parallel; one ought to be able to deal with both
R, and R,, or with neither. Yet we have just seen that R, cannot be dealt with
except indirectly. Consider R,. Is it the case that the relation between the
computer and the model is dealt with by model theory? No; as Smith says, it
deals with the relation between a description of the model and the model. After
all, the computer is part of the real world (cf. Rapaport 1985/1986: 68). So the
argument about the model-world relationship also hclds here, for, in the actual
computer, there is a physical (real-world) implementation of the model.

Thus, a relation between a syntactic domain and a semantic domain can be
understood only by taking an independent, external, third-person point of view.
There must be a standpoint—a language, if you will—capable of having equal
access to both domains. A semantic relation can obtain between two domains, but
neither domain can describe that relation by itself. From the point of view of the
model, nothing can be said about the world. Only from the point of view of
some agent or system capable of taking both points of view simultaneously can
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comparisons be made and correspondences established.
2.5.3 Assymetry.

Smith begins “The Correspondence Continuum” by considering such core
semantic or intentional relations as representation and knowledge, “asymmetric”
relations that “characterise phenomena that are about something, that refer to the
world, that have meaning or content” (Smith 1987: 2). What kind of asymmetry
is this? Wartofsky has argued that any domain can be used to represent another
(cf. our data in §2.3) and that the modeling relation (cognitive agent S takes
domain x as a model of domain y) is asymmetric. Yet Wartofsky says that it is
not merely that x and y cannot be switched, but rather that in order for S to take
x as a model of y, x must (be believed by S to) have fewer relevant properties
than y, because if it were “equally rich in the same properties...it would be iden-
tical with its object”, and if it were “richer in properties,...these would then not
be ones relevant to its object; it [the object] wouldn’t possess them, and so the
model .couldn’t be taken to represent them in any way” (Wartofsky 1979: 5-7).

But it is more appropriate to locate the asymmetry in the fact that the model
must be antecedently understood: Suppose an antecedently understood model M
of some state of affairs or object O has fewer properties than O, the case that
Wartofsky takes to be the norm. Here, the asymmetry between M and O could
be ascribed either to M’s having fewer properties (as Wartofsky would have it)
or to M’s being antecedently understood (as I would have it). Suppose, next, that
M and O have the same properties. On Wartofsky’s view, the asymmetry is lost,
but if I antecedently understood M, I could still use M as a model of O: This is
the situation of Dennett’s Ballad of Shakey’s Pizza Parlor (1982: 53-60): Since
all Shakey Pizza Parlors are indistinguishable, I can use my knowledge of one
to understand the others (e.g., to locate the rest rooms). Finally, suppose that M
has more (or perhaps merely different) properties than O. For example, one could
use (the liquidity of) milk as a model of (the liquidity of) mercury (at least, for
certain purposes),'> even though milk has more (certainly, different) properties.
These extra (or different) properties are “implementation details”; but they are
merely that—hence, to be ignored. As long as I antecedently understand M, I can
use it as a model of O, no matter how many properties it has. But if I don’t
antecedently understand M, then I can’t use it as a model (cf. n. 9). And how do
I antecedently understand M? By getting used to it.

2.5.4 The continuum.

Smith sees the classical semantic enterprise as a special case of a general
theory of correspondence. I see all cases of correspondence as being semantic.
Smith distinguishes various types of correspondences. Some semantic
relations, e.g., are transitive; others aren’t (Smith 1987, e.g., p. 27). Consider, as
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he suggests, a photo (P,) of a photo (P,) of a ship (S). Smith observes that P, is
not, on pain of use-mention confusion, a photo of S, but that this is “pedantic”.
Clearly, there are differences between P, and P,: Properties of P, per se (say, a
scratch on the negative) might appear in P, and be mistakenly attributed to S.
But consider a photo of a map of the world; I could use the photo as a map to
locate, say, Vichy, France. As Smith points out, the photo of the map isn’t a map
(just as P, isn’t a photo of S). Yet information is preserved, so the photo can be
used as a map (or: to the extent that information is preserved, it can be so used).

Another of Smith’s examples is a document-image—understanding system,
which has a knowledge representation of a digital image of a photo (cf. example
3, above). Does the knowledge representation represent the digitized image, or
does it represent the photo? The practical value of such a system lies in the
knowledge representation representing the photo, not the (intermediate) digitized
image. But perhaps, to be pedantic about it, we should say that the knowledge
representation does represent the digitized image even though we take it as repre-
senting the photo. After all, the digitized image is internal to the document-
image—understanding system, which has no direct access to the photo. Of course,
neither do we. Smith seems to agree:

The true situation...is this: a given intentional structure—language, process,
impression, model—is set in correspondence with one or more other structures,
each of which is in turn set in correspondence with still others, at some point
reaching (we hope) the states of affairs in the world that the original structures
were genuinely about.

It is this structure that I call the ‘correspondence continuum’—a semantic
soup in which to locate transitive and non-transitive linguistic relations, relations
of modelling and encoding, implementation and realisation. ...(Smith 1987:29.)

But can one distinguish among this variety of relations? What makes model-
ing different from implementation, say? Perhaps one can distinguish between
transitive and non-transitive semantic relations,' but within those two categories,
useful distinctions cannot really be drawn, say, between modeling, encoding,
implementation, etc. Perhaps one can say that there are “intended” distinctions,
but these cannot be pinned down. Perhaps one can say that it is the person doing
the relating who decides, but is that any more than giving different names or
offering external purposes? Indeed, Smith suggests (p. 29) that the only differen-
ces are individual ones.

He thinks, though, that not all “of these correspondence relations should be
counted as genuinely semantic, intentional, representational” (p. 30), citing as an
example the correspondences between (1a) an optic-nerve signal and (1b) a
retinal intensity pattern, between (2a) the retinal intensity pattern and (2b) light-
wave structures, between (3a) light-wave structures and (3c) “surface shape on
which sunlight falls”, and between (4a) that sunlit surface shape and (4b) a cat.
He observes that “it is the cat that I see, not any of these intermediary structures”
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(p- 30). But so what? Some correspondence relations are not present to
consciousness. Nonetheless, they can be treated as semantic.

Not so, says Smith: “correspondence is a far more general phenomenon than
representation or interpretation” (p. 30). Perhaps to be “genuinely semantic” (p.
30) is to be about something. But why can’t we say that the retinal intensity
pattern is “about” the light-wave structures? Or that the light-wave structures are
“about” the sunlit surface shape? The relation between two of these purely
physical processes is one of information transfer, so it is surely semantic. Note
that it seems to be precisely when phenomena are information-theoretic that
models of them are the phenomena themselves: Photos of maps are maps;
models of minds are minds.

In any case, what is important for my purposes is Smith’s claim that

the correspondence continuum challenges the clear difference between “syntac-

tic” and “semantic” analyses of representational formalisms... . ...[NJo simple

“syntactic/semantic” distinction gets at a natural joint in the underlying subject
. matter. (Smith 1987: 38.)

Although he might be making the point that there can be no “pure” syntactic (or
semantic) analyses—that each involves the other—his discussion suggests that the
“challenge” is the existence of swing domains.

2.5.5 Smith’s Gap, revisited.

So we have a continuum, or at least a chain, of domains that correspond to
one another, each (except the last) understandable in terms of the next. Yet
where the last domain is the actual world, Smith’s Gap separates it from any
model of it. Nonetheless, if that model of the world is in the mind of a cognitive
agent—if it is Cassie’s mental model of the world—then it was constructed (or
it developed) by means of perception, communication, and other direct
experience or direct contact with the actual world. In terms of Smith’s three-link
chain (§2.5.1) consisting of a part of the actual world (W), a set-theoretic model
of it (My,), and a linguistic description (in some program) of the model (Dy,),
what we have in Cassie’s case is that her mental model of the world is simul-
taneously My, and Dy, . It is produced by causal links with the external world.
Thus, the gap is, in fact, bridged (in this case, at least). Bridged, but not compre-
hended. In formalizing something that is essentially informal, one can’t prove
(formally, of course) that the formalization is correct; one can only discuss it
with other formalizers and come to some (perhaps tentative, perhaps convention-
al) agreement about it. Thus, Cassie can never check to see if her formal My,
really does match the informal, messy W. Thus, the gap remains. But, once
bridged, My, is independent of W, except when Cassie interacts with W by
conversing, asking a question, or acting. That is the lesson of methodological
solipsism. Let us turn to Cassie’s construction of My,.
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2.6 Cassie’s Mental Model.

How does Cassie (or any (computational) cognitive agent) construct her
mental model of the world, and what does that model look like? I will focus on
her language-understanding abilities—her mental model of a conversation or
narrative. (For visual perception, cf. example 3, above.) Details of Cassie’s
language-understanding abilities have been discussed in a series of earlier
papers.'* Here, I will concentrate on a broad picture of how she processes
linguistic input, and a consideration of the kind of world model she constructs
as a result.

2.6.1 Fregean semantics.

Frege wanted to divorce logic and semantics from psychology. He told us
that terms and expressions (signs, or symbols) of a language “express” a “sense”
and that to some—but not all—senses there “corresponds” a “referent”. So
expressions indirectly “designate” or “refer” (or fail to designate or refer) to a
referent. Further, the sense is the “way” in which the referent is presented by the
expression. Except for the mentalistic notion of an “associated idea”, which he
does not take very seriously, all of this is very objective or non-cognitive (Frege
1892).

Something exactly like this goes on in cognition, when Cassie—or any
natural-language—understanding cognitive agent—understands language:

1. Cassie perceives (hears or reads) a sentence.

2. By various computational processes (namely, an augmented-transition-
network parser with lexical and morphological modules, plus various
modules for dealing with anaphora resolution, computing belief spaces
and subjective contexts, etc.), she constructs (or finds) a molecular node
in the semantic network that is her mental model.

3. That node constitutes her understanding of the perceived sentence.

Now, the procedures that input pieces of language and output nodes are algo-
rithms—ways in which the nodes are associated with the linguistic symbols. They
are, thus, akin to senses, and the nodes are akin to referents (cf. Wilks 1972).
Here, though, all symbols denote, even ‘unicorn’ and ‘round square’: If Cassie
hears or reads about a unicorn, she constructs a node representing her concept
(her understanding) of that unicorn. Her nodes represent the things she has
thought about, whether or not they exist—they are part of her “epistemological
ontology” (Rapaport 1985/1986).

A very different correspondence can also be set up between natural-language
understanding and Frege’s theory. According to this correspondence, it is the
node in Cassie’s mental model that is akin to a sense, and it is an object (if one
exists) in the actual world to which that node corresponds that is akin to the
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referent. On this view, Cassie’s unicorn-node represents (or perhaps is) the sense
of what she read about, although (unfortunately) there is no corresponding
referent in the external world. Modulo the subjectivity or psychologism of this
correspondence (Frege would not have identified a sense with an expression of
a language of thought), this is surely closer in spirit to Frege’s enterprise.

Nonetheless, the first correspondence shows how senses can be interpreted
as algorithms that yield referents (a kind of “procedural semantics”; see, e.g.,
Winograd 1975, Smith 1982). It also avoids the problem of non-denoting
expressions: If no “referent” is found, one is just constructed, in a Meinongian
spirit (cf. Rapaport 1981).

The various links between thought and language are direct and causal.
Consider natural-language generation, the inverse of natural-language understand-
ing. Cassie has certain thoughts; these are private to her."” By means of various
natural-language-generation algorithms, she produces—directly and causally,
from her private mental model—public language: utterances or inscriptions. I
hear or read these; this begins the process of natural-language understanding. By
means of my natural-language—understanding algorithms, I interpret her utter-
ances, producing—directly and causally—my private thoughts. Thus, I interpret
another’s private thoughts indirectly, by directly interpreting her public expres-
sions of those thoughts, which public expressions are, in turn, her direct expres-
sions of her private thoughts. (Cf. Gracia 1990: 495.)

The two direct links are both semantic interpretations. The public expression
of Cassie’s thoughts is a semantic interpretation (an “implementation” or physical
“realization”) of her thoughts. And my understanding of what she says is a
semantic interpretation of her public utterances. Thus, the public communication
language (Shapiro 1993) is a “swing domain”.

2.6.2 The nature of a mental model.

Cassie’s mental model of the world (including utterances expressed in the
public communication language) is expressed in her language of thought. That
is, the world is modeled, or represented, by expressions—sentences—of her
language of thought (which, for the sake of concreteness, I am taking to be
SNePS). There may, of course, be more: e.g., mental imagery. But since Cassie
can think and talk about images, they must be linked to the part of her mental
model constructed via natural-language understanding (Srihari 1991ab). Hence,
we may consider them part of an extended language of thought that allows such
imagery among its terms. This extended language of thought, then, is
propositional with direct connections to imagistic representations.

In Section 1, I asked how we understand language. This is the challenge of
Searle’s (1980) Chinese Room Argument: How could Searle-in-the-room come
to know the semantics of the Chinese squiggles? One question left open in that
debate is whether Searle-in-the-room even knows what their syntax is. He could
not come to know the syntax (the grammar) just by having, as Searle suggests,
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a SAM-like program (i.e., a program for global understanding of a narrative
using scripts; cf., e.g., Schank & Riesbeck 1981); a syntax-learning program is
also needed (see, e.g., Berwick 1979; cf. §1.1.2.2, above). So let us assume that
Searle-in-the-room’s instruction book includes this.

Given an understanding of the syntax, how can semantics be learned? The
meaning of some terms is best learned ostensively, or perceptually: We must see
(or hear, or otherwise experience) the term’s referent. This ranges from terms for
such archetypally medium-sized physical objects as ‘cat’ and ‘cow’, through ‘red’
(cf. Jackson 1986) and ‘internal combustion engine’, to such abstractions as
‘love’ and ‘think’ (cf. Keller 1905: 40f, 300).

But the meaning of many, perhaps most, terms is learned “lexically”, or
linguistically. Such is dictionary learning. But equally there is the learning, on
the fly, of the meaning of new words from the linguistic contexts in which they
appear. If ‘vase’ is unknown, but one learns that Tommy broke a vase, then one
can compute that a vase is that which Tommy broke. Initially, this may appear
. less than informative, though further inferences can be drawn: Vases, whatever
they are, are breakable by humans, and all that that entails.'® As more occur-
rences of the word are encountered, the “simultaneous equations” (Higginbotham
1989: 469) of the differing contexts, together with background knowledge and
some guesswork, help constrain the meaning further, allowing us to revise our
theory of the word’s meaning. Sooner or later, a provisionally steady state is
achieved (pending future occurrences). (See §3.2.2.)

Both methods are contextual. For ostension, the context is physical and
external—the real world (or, at least, our perception of it); for the lexical, the
context is linguistic (Rapaport 1981). Ultimately, however, the context is mental
and internal: The meaning of a term represented by a node in a semantic network
is dependent on its location in—i.e., the surrounding context of—the rest of the
network (cf. Quine 1951, Quillian 1967, Hill 1994). Such holism has a long and
distinguished history, and its share of skeptics (most recently, Fodor and Lepore
(1992)). It certainly appears susceptible to charges of circularity (cf., e.g., Harnad
1990), but a chronological theory of how the network is constructed can help to
obviate that: Granted that the meaning of ‘vase’ (for me) may depend on the
meaning of ‘breakable’ and vice versa, nonetheless if I learned the meaning of
the latter first, it can be used to ground the meaning of the former (for me).
Holism, though, has benefits: The meanings of terms get enriched, over time, the
more they—or their closest-linked terms in the network—are encountered. For
instance, in the research for this essay, certain themes reappeared in various
contexts, each appearance enriching the others. In writing, however, one must
begin somewhere—writing is a more or less sequential, not a parallel or even
holistic, task. Though this is the first mention of holism in the essay, it was not
the first in my research, nor will it be the only one.

Understanding, we see again, is recursive. Each time we understand some-
thing, we understand it in terms of all that has come before. Each of those
things, earlier understood, were understood in terms of what preceded them. The
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base case is, retroactively, understandable in terms of all that has come later:

There should therefore be a time in adult life devoted to revisiting the most
important books of our youth. Even if the books have remained the same
(though they do change, in the light of an altered historical perspective), we
have most certainly changed, and our encounter will be an entirely new thing.
(Calvino 1986: 19.)

But initially, the base case was understandable solely in terms of itself (or in
terms of “innate ideas” or some other mechanism; see Hill 1994 on the semantics
of base nodes in SNePS).

But is “knowledge of the semantics” (Barwise & Etchemendy 1989: 209)
achieved by speakers? If this means knowledge of the relations between word
and thing in such a way that it requires knowledge of both the words (syntactic
knowledge) and the things, then: No. For we can’t have (direct) knowledge of
the things. This is Smith’s Gap. It also means, by the way, that ostensive learn-
ing is really mental and internal, too: I learn what ‘cat’ means by seeing one, but
really what’s happening is that I have a mental representation of that which is
before my eyes, and what constitutes the ostensive meaning is a (semantic) link
that is established between my internal node associated with ‘cat’ and the
internal node that represents what is before my eyes.

Thus, “knowledge of the semantics” means (1) knowledge of the relations
between our linguistic concepts and our “purely conceptual” concepts (i.¢., that
correspond to, or are caused by, external input) and (2) knowledge of the
relations among our purely linguistic concepts. The former (1) is “semantic”, the
latter (2) “syntactic”, as classically construed. Yet, since the former concerns
relations among our internal concepts (cf. Srihari 1991ab), it, too, is syntactic.'’

Barwise and Etchemendy (1989) conflate such an internal semantic theory
with a kind of external one, identifying “content of a speaker’s knowledge of the
truth conditions of the sentences of his or her language” with “the relationship
between sentences and non-linguistic facts about the world that would support
the truth of a claim made with the sentence” (p. 220, my italics). I take “the
content of a speaker’s knowledge of...truth conditions” to involve knowing the
relations between linguistic and non-linguistic infernal concepts. This is the
internal, Cassie-approach to semantics. In contrast, giving an “account of the
relationship between sentences and non-linguistic facts” (p. 220) is an external
endeavor, one that / can give concerning Cassie, but not one that she can give
about herself. This is because / can take a “God’s-eye”, “third-person” point of
view and see both Cassie’s mind and the world external to it, thus being able to
relate them, whereas she can only take the “first-person” point of view.

However, a “third person” cannot, in fact, have direct access to either the
external world or Cassie’s concepts (except as in n. 15). So what the third person
is really comparing (or finding correspondences between) is the third person’s
representations of Cassie’s concepts and the third person’s own concepts
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representing the external world. That is, the third person can establish a semantic
correspondence (in the classic sense) between two domains. From the third
person’s point of view, the two domains are the syntactic domain of Cassie’s
concepts and the semantic domain of the external world. But, in fact, the two
domains are the third person’s representations of Cassie’s concepts and the third
person’s representations of the external world. These are both internal to the
third person’s mind! And internal relations, even though structurally seman-
tic—i.e., even though they are correspondences between two domains—are
fundamentally syntactic in the classic sense: They are relations among (two
classes of) symbols in the third person’s language of thought.

What holds for the third person holds also for Cassie. Since she doesn’t
have direct access to the external world either, she can’t have knowledge of
“real” semantic correspondences. The best she can do is to have a correspondence
between certain of her concepts and her representations of the external world.
What might her “knowledge of truth conditions” look like? Here is one
. possibility: When she learns that Lucy is rich, she builds the network shown in
Figure 1.

Figure 1: Cassie’s belief that Lucy is rich. (Linearly abbreviated: M4 = B1 isrich; M2
= B1 is named ‘Lucy’. Node labels with ‘!” appended are “asserted”, i.e., believed by
Cassie.)

Thus, Cassie might think to herself something like: “My thought that [Figure 1]
is true iff (3 x € external world)[x = Lucy & x is rich]”. This would require, for
its full development, (1) an internal truth predicate (cf. Maida & Shapiro 1982,
Neal & Shapiro 1987), (2) an existence predicate (cf. Hirst 1991), (3) a duplica-
tion of the network, and (4) a biconditional rule asserting the equivalence (see
Figure 2 for a possible version).
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Figure 2: A biconditional rule (M8) asserting the equivalence of M6 = that Lucy is rich
is true, and M7 = something in the external world is Lucy and is rich. (See Shapiro 1979,
Shapiro & Rapaport 1987 for the semantics of thresh. The truth condition for M2 is not
shown.)
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The picture we have of Cassie’s mental model of the world (including
utterances) is, in part, this: If Cassie hears or reads a sentence, she constructs a
mental representation of that sentence qua linguistic entity, and she constructs a
mental representation of the state of affairs expressed by that sentence. These
will be linked by a Tarski-like truth-biconditional (M8) asserting that the repre-
sentation of the sentence (M7) is true (M6) iff the representation of the state of
affairs (M7) is believed (M7 !). If Cassie sees something, she constructs a mental
representation of it, and she constructs a mental propositional representation of
the state of affairs she sees. These will be linked in ways extrapolatable from
§2.3, example 3, above. These networks, of course, are not isolated, but embed-
ded in the entire network that has been constructed so far. What is newly
perceived is understood in terms of all that has gone before. This is purely
syntactic, since both sides of the biconditional are expressed in Cassie’s language
of thought. Thus, the best Cassie can do is to have a theory of truth as coherence
among her own concepts.

3  Semantics as Syntax.
3.1 The Story So Far.

To understand language is to construct a semantic interpretation—a
model—of the language. In fact, we normally understand something by modeling
it and then determining correspondences between the two domains. In some
cases, we are lucky: We can, as it were, keep an eye on each domain, merging
the images in our mind’s eye. In other cases, notably when one of the domains
is the external world, we are not so lucky—Smith’s Gap cannot be crossed—and
so we can understand that domain only in terms of the model. Lucky or not, we
understand one thing in terms of another by modeling that which is to be
understood (the syntactic domain) in that which we antecedently understand (the
semantic domain). But how is the antecedently understood domain antecedently
understood? In the base case of our recursive understanding of understanding, a
domain must be understood in terms of itself, i.e., syntactically.

3.2 Syntactic Understanding.
3.2.1 Familiarity breeds comprehension.

What is type-2, syntactic understanding? What does it mean to “get used to”
something? In some sense, it should be obvious:

In today’s chess, only the familiarly shaped Staunton pieces are used. ... [One]
reason is the unfamiliarity, to chess players, of other than Staunton pieces....[In
Reykjavik, in 1973, two grandmasters] started to play [with a non-Staunton set],
and the conversation ran something like:

“What are you doing? That’s a pawn.”

“Oh. I thought it was a bishop.”
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“Wait! Maybe it is a bishop.”

“No, maybe it really is a pawn.”
Whereupon the two grandmasters decided to play without the board. They
looked at each other and this time the conversation ran:

“DS’,

“C4,’

“E6’,

“Oh, you’re trying that on me, are you? Knight C3.”
And they went along that way until they finished their game. (Schonberg 1990:
38-39.)

In a game played with Staunton pieces, the players are “used to” the pieces. Even
in a game played with no physical pieces at all, the players are “used to” the
symbolic notation for the pieces. But in a game played with non-Staunton pieces,
clearly they are not.

Suppose that the semantic relation is (merely) a correspondence relation.
Suppose, further, that it is a homomorphism mapping the syntactic domain into
the semantic domain. To understand something in terms of itself would then be
to take the syntactic domain as its own semantic domain, treating the homomor-
phism as an automorphism. Such an automorphism would be a relation among
the symbols of the syntactic domain, hence a classically syntactic relation. Yet
it would also be a semantic relation, because it is a correspondence between
“two” domains (better: between two roles played by the same domain). Indeed,
the very first example of a semantic model in Chang & Keisler 1973 is such a
mapping. The syntactic domain, now considered as its own semantic domain, is
syntactic twice over: once by way of its own, purely syntactic, features, and once
by way of the semantic automorphism. (Recall the way some linguists do
semantics; cf. §2.1.)

Now, the automorphism is either the identity mapping, or it isn’t. If it is,
then the symbol manipulations (the syntax) that constitute the semantics are just
those of the syntactic domain itself. This is the core meaning of understanding
by “getting used to” the system (as in the syntactic way of understanding §2.2.2’s
L"). We do the same thing when we learn how to solve algebraic equations by
manipulating symbols (Rapaport 1986).

If the automorphism is not the identity mapping, then it must map some
elements onto others (or sets of others). So some parts of the syntactic domain
will be understood in terms of others. (There may be “fixed points”—symbols
that are mapped into themselves; see §3.2.3.) Let’s see what this means for our
central case—natural-language understanding.

3.2.2 Dictionary definitions and algebra.

Dictionary-like definitions are an obvious example of this sort of automor-
phism. Indeed, this is probably what most people mean by “meaning”, as opposed
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to philosophers, logicians, and cognitive scientists—though some cognitive
scientists are sympathetic: “meanings are, if anything, only other symbols”
(Wilks & Fass 1992: 205; cf. Wilks 1971, 1972: 86).

And, as noted earlier (§2.6.2), we learn the meaning of many (if not most)
new words in linguistic contexts—either in explicit definitions or “on the fly” in
ordinary conversational or literary discourse. The unknown word, like the alge-
braic unknown, simply means whatever is necessary to give meaning to the entire
context in which it appears. The meaning of the unknown word is (the meaning
of) the surrounding context—the context “minus” the word. Finding the meaning
is, thus, “solving” the context for the unknown: “The appearance of a word in
a restricted number of settings suffices to determine its position in the language
as a whole” (Higginbotham 1985: 2; cf. Wilks 1971: 519-520). As Wilks 1971
notes, the context must be suitably large to get the “correct” or at least
“intended” meaning. But, as the ‘vase’ example shows (§2.6.2), any context will
do for starters. One’s understanding of the meaning of the word will change as
one comes across more contexts in which it is used (or: as the total context
becomes larger); ultimately, one’s understanding of the meaning will reach a
stable state (at least temporarily—everything is subject to revision). Thus,
learning a word is theory construction: One’s understanding of the word’s
meaning is a theory, subject to revision.

The first time I read the word ‘brachet’, I did not know what it meant (do
you?). Here is the context of that first occurrence:

[T]here came a white hart running into the hall with a white brachet next to
him, and thirty couples of black hounds came running after them with a great
cry. (Malory 1470: 66.)

My first hypothesis (believe it or not) was that a brachet was a buckle on a
harness worn by the hart. Although this hypothesis goes beyond the algebraic
picture I’ve been painting, the algebraic metaphor is still reasonable if we extend
the notion of context to include the background knowledge (“world knowledge”
or “commonsense knowledge”) that I bring to bear on my understanding of the
narrative (cf. Rapaport 1991, Rapaport & Shapiro 1995). Nor does it matter
whether this hypothesis is good, bad, indifferent, or just plain silly; if I never see
the word again, it won’t matter, but, if I do, I will have ample opportunity to
revise my beliefs about its meaning. Indeed, after 18 more occurrences of the
term,'® I stabilized on the following theory of its meaning: A brachet is a hound
or hunting dog, perhaps a lead hound. Not bad, considering that the Oxford
English Dictionary defines it as “A kind of hound which hunts by scent”. (For
details and further references, see Rapaport 1981; Ehrlich & Rapaport 1992;
Ehrlich, 1995.)

This is purely syntactic: First, there is no external semantic domain: I did
not see a brachet (or a picture of one). Second, when I read the word (or when
Cassie does), I build a mental representation of that word embedded in a mental
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representation of its context. These mental representations are part of the entire
network of mental representations in my mind. Thus, the background knowledge
I contribute is part and parcel of the mental representation of the new word in
context. It is that system of mental representations that constitutes the syntactic
domain in which is located “the meaning” of—i.e., my understanding of—the
word.

Representing meaning in such a dictionary-like network goes back at least
to Quillian 1967, though he was more concerned with merely representing the
information in a dictionary, whereas I am concerned with representing meaning
as part of a cognitive agent’s entire complex network of beliefs. This is a brand
of holistic, conceptual-role semantics, since I take the meaning of a word to be,
algebraically, the role it plays in its context.

3.2.3 Understanding the parts.

Another thing that using parts of the syntactic domain to understand the rest
of it might mean is that those parts are primitives. How are they understood?
What do they mean?

They might be “markers” with no intrinsic meaning. But such markers get
meaning the more they are used—the more roles they play in providing meaning
to other nodes. A helpful analogy comes from Wartofsky:

‘(M]ental’ objects, or ‘internal representations’ are derivative, and have their
genesis in our primary activity of representing, in which we take external
things,—most typically, what we also designate as physical objects—as repre-
sentations. Moreover, I take our making of representations to be, in the first
place, the actual praxis of creating concrete objects-in-the-world, as representa-
tions; or of taking the made objects as representational. (1979: xxi-xxii.)

In this primary activity, what do we take the external physical object to be a
representation of? Its use and history? What does that have to do with the
common properties in terms of which one thing can represent another? More
likely, it is that, once made, it can remind us of its use or of its manufacture and
therefore represent those things for us. The first time we see an unfamiliar object,
it is a meaningless thing (except insofar as it shares any properties with anything
familiar, allowing us to form hypotheses about it and to place it in our semantic
network). The second time we see it, it can remind us of something, if only of
itself on its first appearance. Subsequent encounters produce familiarity, which
entrench it in our network, and allow newer objects to be understood in terms of
it. This is how holism works.

Alternatively, the fixed points or the markers (or—for that matter—any of
the nodes) are somehow “grounded” in another domain. This, of course, is just
to say that they have meaning in the correspondence sense of semantics, and
ultimately we will be led to question the way in which we understand that other
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3.2.4 The symbol-grounding problem.

The symbol-grounding problem, according to Harnad (1990), is that without
grounding, a hermetically sealed circle of nodes can only have circular meaning.
And, presumably, circles are vicious and to be avoided.

It is well known that a dictionary is a closed circle of meanings: Each word
is defined in terms of other words. Assuming that all words used in the defini-
tions are themselves defined, we have a circle (in fact, several of them). Now,
before agreeing with Harnad that such circles cannot yield meaning or under-
standing, consider that we do use dictionaries fairly successfully to learn
meanings. How can this be? A very small circle may indeed not be informative,
especially if we don’t antecedently know the meaning of the definiens (e.g.,
‘being’ is defined as “existence”, and ‘exist’ as “have being” in Webster’s Vest
. Pocket Dictionary). However, the larger the circumference of the circle, so to
speak, the more likely it is that it will be informative, on the assumption that the
definition of the word whose meaning we seek, and the definitions of the words
in that definition, and so on, will contain Jot of words that we antecedently
understand. So, we can easily “solve” the “equation” for the unknown word—i.e.,
dictionary definitions are most useful to the extent that they are like ‘x = (4 —
3)/2’, rather than like ‘x = (4y — 3)/2’ (where there is a further unknown in the
definiens).

Nonetheless, some words will still only be poorly defined in terms of other
words, notably (but not exclusively) nouns like ‘cat’ or ‘cow’. For these, seeing
a cat or cow (or for ‘love’, experiencing love) is worth a thousand-word
definition. Illustrated dictionaries handle this with a type distinction in the syntax
of the definiens: Terms can be of the type word or the type picture. But although
we now have grounding in an extra-linguistic system, it is still part of the
dictionary. And, of course, the pictures could, with a suitable indexing scheme,
themselves be definiendum entries: A picture of a cat could have as its “defin-
iens” the word ‘cat’, as in a visual dictionary or a field guide to cats. This, of
course, only widens the circle. We could widen it further, albeit at some expense
and inconvenience: Let every dictionary come with a real cat; ditto for all other
better-ostensively-defined terms. We still have a circle, but now, I think, Harnad
would have to agree that we’ve also got grounding—we’ve merely incorporated
the groundings into the dictionary.

The same holds for the mind. Harnad says a link is needed between (some)
mental nodes (say, our “cat” node) and items in the external world (say, a cat).
Although we can’t import such items directly into our minds, we can have
mental representations of them. And it is the relation between our “cat” node and
a node representing a perceived cat that grounds the former. We saw how in
§2.6.2: What we (or Harnad) think is the relation between word and world is
really a connection between an internal representation of a perceived word and
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an internal representation of the perceived world.

Do not misunderstand me: Experience certainly enriches our understanding.
Consider “immersion” learning of a foreign language. “Thinking in French” is
understanding French holistically, without any correspondences to one’s native
language (say, English). It is helped immeasurably by living in a francophone
community. When we ask “What does the French word ‘chat’ mean?”, and we
give the answer (“cat”) in English words, we are doing pure syntax (here, relat-
ing symbols from one system to those of another) that is also semantic (under-
standing one system in terms of another). This is no different than answering the
question in French (“un chat est un petit animal domestique, dont il existe aussi
plusieurs espéces sauvages”)"*—except for choice of language for the definiens.
Giving the definition in English is just as much symbol grounding as pointing
to a cat would be. Symbol grounding, thus, does not necessarily get us out of the
circle of words—at best, it widens the circle. That is my point: Syntactic
understanding—the base case of understanding—is just a very wide circle.

Surprisingly, Harnad’s own examples of grounding are internal in just the
ways we have been considering. He distinguishes between “symbolic” and “non-
symbolic” representations (Harnad 1990: 335, Abstract). But both are internal
representations. Harnad says that non-symbolic “iconic representations...are
internal analog transforms of the projections of distal objects on our sensory
surfaces” (p. 342; Harnad’s italics, my boldface). Such a projection could be a
retinal image, say. So an iconic representation is some “analog transform” of
that, stored (or created) somewhere further along the optic pathway. Thus, it
could be part of our semantic network (cf. Srihari 1991ab). Furthermore, the
symbolic and non-symbolic representational systems must be linked; hence,
because of Smith’s Gap, they must all be internal.

One would expect internal items to be “grounded” in external ones. But in
Harnad’s hierarchy (p. 335, Abstract), symbolic representations are “grounded”
in “elementary symbols”, which are “names” of “categories”, which categories
are “assigned on the basis of” categorical representations, which representations
are “derived” from sensory projections; and iconic representations are “analogs”
of those sensory projections. In fact, the only actual use of the term ‘grounding’
is between symbolic representations and elementary symbols, both of which are
internal. Indeed, all the items on this hierarchy are internal!

Curiously, Harnad only mentions “grounding in the world” in a footnote:

If a candidate model [for a cognitive system] were to exhibit all...behavioral
capacities, both linguistic [“produce” and “respond to descriptions of...objects,
events, and states of affairs”]...and robotic [“discriminate,...manipulate,...[and]
identify...the objects, events and states of affairs in the world they live in]...,
it would pass the “total Turing test”. ... A model that could pass the total Turing
test, however, would be grounded in the world. (Harnad 1990: 341fnl3;
Harnad’s italics, my boldface.)
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Recall the blocks-world and checkers-playing robots (§2.5.1). The former is blind
and methodologically solipsistic. The latter can see. But is it grounded? Could
it be fooled as the blind robot was? Possibly: by Cartesianly deceiving its eyes.
It would then “live in” a world in which to be was to be perceived. Of course,
such a Berkeleyan robot would be grounded in the world that it lives in, which
happens not to be the actual world, but a purely intensional one. (In this case,
note that the grounding system and the grounded one are both internal, hence
part of a single network.) What would such a robot’s symbols mean o it? Here,
internal semantic interpretation would be done by internal links only.

Even more curious is the fact that grounding for Harnad—even grounding
in the external world—does not seem to serve a semantic function:

Iconic representations no more “mean” the objects of which they are the
projections than the image in a camera does. Both icons and camera images can
of course be interpreted as meaning or standing for something, but the
interpretation would clearly be derivative rather than intrinsic. (p. 343.)

Harnad seems to be saying here that the causal connection of the iconic
representations with its real-world counterpart is irrelevant to its intrinsic
meaning. In that case, Harnad owes us answers to two questions: (1) what does
such a causal grounding do in his theory, and (2) what is the intrinsic meaning
of an iconic representation? Harnad may have identified an interesting problem,
but he doesn’t seem to have solved it.

My position is this: The mind-world gap cannot be bridged by the mind.
There are causal links between them, but the only role these links play in
semantics is this: The mind’s internal representations of external objects (which
internal representations are caused by the external objects) can serve as
“referents” of other internal symbols, but, since they are all internal, meaning is
in the head and is syntactic.

A purely syntactic system is ungrounded, up in the air, self-contained. But
there are arbitrarily many ways to ground it; that is, there are infinitely many
possible interpretations for any syntactic system. By “communicational negotia-
tion”, we (agree to) ground our language of thought in equivalent ways for all
practical purposes (cf. Bruner 1983). Harnad seeks a natural grounding (cf.
“intended interpretation”). Some candidates, such as the (human) body, are
convenient.” But such natural groundings are merely one or two among many.
The only one that is non-arbitrary is the “null” grounding, the “self” grounding:
the purely syntactic, “internal” mode of understanding. ““‘Explanations come to
a stop’ as...Wittgenstein would put it; ‘there is a last house in the lane’” (Leiber
1991: 54; cf. Wittgenstein 1958: §1, p. 3e, and §29, p. 14¢). The last semantic
domain in a correspondence continuum is the “last house in the lane”. It can only
be understood syntactically. Hence, all understanding rests on syntactic
understanding.

This is one of the flaws in Searle’s Chinese-Room Argument. Part of his
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argument is that computers can never understand natural language because (1)
understanding natural language requires (knowledge of) semantics, (2) computers
can only do syntax, and (3) syntax is insufficient for semantics. I take my
argument to have shown that (3) is false (and that, therefore, (2) is misleading,
since the kind of syntax that computers do ipso facto allows them to do
semantics).

4 Summary

We understand one domain recursively in terms of an antecedently
understood one. The “base” case is the case in which a domain is understood in
terms of itself. When a syntactic domain is its own semantic domain, the
semantic interpretation function either maps the symbols to themselves or else
to other symbols. In the former case, we understand the domain by “getting used
to” its syntax. In the latter case, if there are no fixed points—if each symbol is
mapped to a different one—then we have the situation we face when using a
dictionary. The difference is that since all external items are also mapped into
internal ones, the symbol-grounding problem can be avoided. If there are fixed
points, then they come to be understood either retroactively in terms of the role
they play in the understanding of other terms, or else by “grounding” them to
“non-linguistic”—albeit internal—symbols.

In any case, we have a closed network of meaning—a holistic, “conceptual-
role semantics”. And that is how semantics can arise from syntax.
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Kean Kaufmann and Matthew Dryer helped me see this.

7. Kaufmann says that cognitive linguistics is not to be included here, presumably
because it pairs sentences with meanings "in the head" ("cognitive" meanings), in
which case, of course, it is a correspondence theory of semantics.

8.  Perhaps isomorphism is less than ideal, at least for the case of natural languages.
When one studies, not isolated or made-up sentences, but "real, contextualised
utterances...it is often the case that all the elements that one would want to propose
as belonging to semantic structure have no overt manifestations in syntactic
structure. ...[Tlhe degree of isomorphism between semantic and syntactic structure
is mediated by pragmatic and functional concerns..." (Wilkins 1992: 154).

9.  If one understands neither domain antecedently, then one might be able to learn both
together, either by seeing the same structural patterns in both, or by "getting used

S
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10.
11.
12.
13.

14.

15.

16.
17.

18.
19.

20.

to" them both. (Although, possibly, this contradicts the second observation, above.)
In this case, neither is the syntactic domain—or else both are!

This has moral implications, too, as Smith emphasizes in his essay.

Though without an interlocutor, it could not pass the Turing Test; cf. §1.1.2.1.
Not for understanding its meniscus; the example is due to Kripa Sundar.

"In a case where the elements of syntactic domain S correspond to elements of
semantic domain D, and the elements of D, are themselves linguistic, bearing their
own interpretation relation to another semantic domain D,, then the elements of the
original domain S are called metalinguistic. Furthermore, the semantic relation is
taken to be non-transitive, thereby embodying the idea of a strict use-mention
distinction, and engendering the familiar hierarchy of metalanguages" (Smith 1987:
9). However, it’s not clear that S really is linguistic (although D, is), for S will
typically consist of names of items in D,, but names are not linguistic in Smith’s
sense. Second, suppose that S = French, D, = English, and D, = the actual world.
Then the semantic relation is transitive, and there is no use-mention issue. Here, 1
am thinking of a machine-translation system, not of the case of a French-language
textbook written in English (i.e., a textbook whose object language is French and
whose metalanguage is English). Clearly, though, there are systems of the sort
described in this assumption.

See, e.g., Shapiro 1982, 1989; Rapaport 1986, 1988b, 1991; Rapaport, Shapiro, &
Wiebe 1986; Wiebe & Rapaport 1986, 1988; Almeida 1987; Neal & Shapiro 1987,
Shapiro & Rapaport 1987, 1991, 1995; Peters, Shapiro, & Rapaport 1988; Neal et
al. 1989; Peters & Rapaport 1990; Wyatt 1990, 1993; Wiebe 1991, 1994; Rapaport
& Shapiro 1995.

Except, of course, that I, as her programmer and a "computational neuroscientist"
(so to speak), have direct access to her thoughts and can manipulate them "directly"
in the sense of not having to manipulate them via language. That is, as her
programmer, I can literally "read her mind" and "put thoughts into her head". But
I ought, on methodological (if not moral!) grounds, to refrain from doing so (as
much as possible). I should only "change her mind" via conversation.

Example due to Karen Ehrlich.

The first time you read this, you either found it incomprehensible or insane. By
now, it should be less of the former, if not the latter, since its role in the web of my
theory should be becoming clearer.

The protocols appear in Ehrlich, 1995.

Dictionnaire de Frangais (Paris: Larousse, 1989): 187. Translation: A cat is a small
domestic animal of which there also exist many wild species. Hardly an adequate
definition!

For discussion of various aspects of this, see Leiber 1980, Johnson 1987, Lakoff
1987, Turner 1987, Kirsh 1991, Perlis 1991, Dreyfus 1992.
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