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Abstract

Visualization enables us to find structures, features, patterns and relationship in a dataset by presenting the data in various graphical forms with possible interactions. Recent development of DNA microarray technology can be used to measure the expression levels of thousands of genes simultaneously. It has already had a significant impact on the field of bioinformatics, requiring innovative techniques to efficiently and effectively extract, analysis and visualize these fast growing data.

In this paper, we present VizCluster, an interactive visualization approach to cluster analysis, and its application on microarray data. VizCluster combines the merits of both high dimensional scatter-plot and parallel coordinates. Integrated with useful features, it can give a simple, fast, intuitive and yet powerful view of the data set. VizCluster supports three major analyzing modes: cluster/class discovery, class prediction, and class assessment. Its primary applications are the classification of samples on microarray datasets. The experiments are based on gene expression data from a study of multiple sclerosis and leukemia patients.
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1 Introduction

Visualization supports finding structures, features, patterns and relationship in data by presenting the data in various forms with different interactions. A visualization can provide a qualitative overview of large and complex datasets, summarize data, and assist in identifying regions of interest and appropriate parameters for more focused quantitative analysis [1]. Clustering and classification are closely related to the structure or pattern of a data set. Visualizing such structure or pattern can be greatly helpful to exploratory data analysis. Because of structure’s complexity, most visualization cannot be achieved in a static environment. Instead, a highly interactive environment is often required. Last two decades saw a major development of visualization techniques. Comprehensive overview of data visualization techniques can be found in [1, 2, 3].

Knowledge of the spectrum of genes expressed at a given time or under certain conditions proves instrumental to understand the working of a living cell [4]. Recently, the advent of DNA microarray technology allows measuring expression levels for thousands of genes in a single experiment, across different conditions or over the time [5]. The raw microarray data are images which can then be transformed into gene expression matrices where usually the rows represent genes, the columns represent various samples. Information in gene expression matrices is special in that the sample space and gene space are of very different dimensionality. Typically, there are between 1,000 to 10,000 genes comparing with only 10 to 100 samples in a gene expression data set. Microarray technology has a significant impact on the field of bioinformatics, requiring innovative techniques to efficiently and effectively extract, analyse and visualize these vast growing data.

A key step in the analysis of gene expression data is to detect groups that manifest similar expression patterns. Most recent approaches are based on the traditional or newly developed clustering techniques. There are two major paradigms: supervised clustering and unsupervised clustering\(^1\). The supervised approach assumes that for some (or all) profiles, there is additional information attached, such as functional classes for the genes or diseased/normal attributes for the samples. Having this information, a typical task is to build a classifier to predict the class labels from the expression profile. On the other hand, unsupervised approaches assume little or no such prior knowledge. The goal of such approaches is to partition the data into statistically meaningful classes or to find groups of co-regulated genes or related samples. A classifier can also be built not based on the prior knowledge but on the partition result.

During the recent years, various clustering methods are applied on gene expression data analysis. Among all clustering methods, hierarchical clustering (HC) is the most frequently used one [6, 7, 8, 9, 10, 11, 12, 13, 14]. Singular Value Decomposition (SVD) [15, 16, 17] and Principle Component Analysis (PCA) [18, 19, 20] are also widely used. For supervised clustering methods, Golub et al. [21] used neighborhood analysis to construct class predictors for samples. They built a weighted vote classifier based on 50 genes of 38 training samples and applied it on a collect-

\(^1\)Historically, supervised clustering sometimes has been referred as classification and clustering stands for unsupervised clustering
tion of 34 new samples. Hastie et al. [22] proposed a tree harvesting method for supervised learning from gene expression data to discover genes that have strong effects on their own as well as genes that interact with others. Major supervised clustering methods include: Support Vector Machine (SVM) [23, 24, 25], Superparamagnetic Clustering [26], Decision Trees [27] and a variety of ranking based methods [28, 29, 30, 31, 32, 33]. The hierarchical and K-means [34] clustering algorithms as well as self-organizing maps (SOM) [35, 36, 37] are major unsupervised clustering methods that have applied to various microarray datasets. Our group has developed two approaches: supervised Maximum Entropy approach [38] and unsupervised Interrelated Two-way Clustering method [39].

Many visualization tools have also been developed to perform analysis on microarray data. Ewing et al. applies Sammon’s nonliner mapping, a pure visualization method on a 628 x 28 data set [40]. Currently, most visualizations serve only as assistant tools or graphical presentations of major clustering methods. For instance, the most frequently applied one, TreeView, developed by Michael Eisen [6, 41] provides a computational and graphical environment. However, the theory behind it is hierarchical clustering and the visualization is merely the graphical format of clustering result. GENECLUSTER [21, 36], developed by Golub is based on SOM. J-Express [42] offers visualization clustering results of four major clustering algorithms: hierarchical clustering, SOM, PCA and K-means.

In this paper, we present an integrated visualization environment, VizCluster, a dynamic interactive visualization approach to cluster analysis. It takes the advantage of graphical visualization methods to reveal the underlying data patterns. Combining the merits of both high dimensional scatterplot and parallel coordinate plots, in its core lies a nonlinear projection which maps the n-dimensional vectors into two-dimensional points [43]. This mapping effectively keeps correlation similarity in the original input space. Also proposed is a zip zooming viewing method which preserves the information at different scales and yet reduces the typical problem of parallel coordinates being messy caused by overlapping lines. We also present a measurement to judge the quality of the cluster distribution using the idea of compactness. This paper largely extends our previous version [44].

Integrated with other features, VizCluster can give a simple, fast, intuitive and yet powerful view of the data set. It supports three major modes of data analysis: cluster/class discovery, in both supervised and unsupervised fashion, class prediction, and class assessment. Our primary goal is to perform classification of samples on gene expression data. The experiments are based on gene expression data from a study of multiple sclerosis and Leukemia patients. Our approach is to build supervised classifiers and use cross validation to evaluate them. To demonstrate its full potential, we also performed unsupervised cluster discovery and class assessment on low dimension data sets. Our results show that it has the advantage of being simple and yet powerful for large data sets with low dimension (≤ 10). In all these tasks, VizCluster achieves satisfactory results.

The remainder of this paper is organized as follows. Section 2 presents the visualization framework. Section 3 describes VizCluster’s features and its data analyzing approaches. Section 4 demonstrates the experimental results on microarray and other data sets. And finally, the conclusion is provided in Section 5.
2 Visualization Framework

In this section, we present the framework of VizCluster. One of the key obstacles of visualizing microarray data is the high dimensionality. We propose an interactive visualization framework which combines the merits of both high dimensional scatterplot and parallel coordinate plots. Its core is a nonlinear projection which maps the n-dimensional vectors onto two-dimensional image points [43]. This mapping has the property of keeping correlation similarity in the original space. In doing so, part of the information of original input space may be lost. On the other hand, parallel coordinates allow the information of all dimensions to be visualized. However, as the dimensions go higher, the display becomes messy. We propose a zoom viewing method which extends circular parallel coordinate plots. Instead of showing all dimensional coordinates, it combines dimensions and displays the reduced dimension information. User can select different scales for combination as needed. This results in a simple and intuitive presentation of the data set and yet preserving the information at different levels. Moreover, each dimension allows its weight to be adjusted independently. An interactive projection-pursuit-guided grand tour [45] like viewing method is incorporated in the framework. We call it dimension tour.

2.1 Mapping

The most common presentation in visualization is a two-dimensional scatterplot [1, 2, 3]. We propose a nonlinear mapping that maps the n-dimensional dataset onto two-dimensional space. First, a global normalization was performed on the data set to ensure that each attribute has value between 0 and 1. Let vector \( P_g^* = (x_{g1}, x_{g2}, \ldots, x_{gn}) \) represent a data item in the n-dimensional space \( n > 2 \), also called input space. Total number of items is \( m \), denoted as \( P_1^*, P_2^*, \ldots, P_m^* \). Formula (1) describes the mapping of \( P_g^* \) onto a two-dimensional point \( Q_g^* \):

\[
Q_g^* = \sum_{i=1}^{n} (\lambda_i \ast (4/n) \ast x_{gi}) S_i
\]

where \( \lambda_i \) is an adjustable weight for each dimension (coordinate), the default value is 0.5, \( n \) is dimension of the input space, 4/n is a ratio to centralize the points, and \( S_i \) \( i = 1, 2, \ldots, n \) are unit vectors which divide the center circle of the display into equally \( n \) directions. Essentially, \( Q_g^* \) is the vector sum of all its coordinates on \( n \) directions.

The mapping (1) preserves correlation relationship in the input space onto the two-dimension images. Notice that the point \((0,0,\ldots,0)\) in the input space will be mapped onto two-dimensional center \((0,0)\) (assuming all dimension weights are the same). Actually, all points having the format of \((a,a,\ldots,a)\) will also be mapped to the center. If \( \vec{X} \) and \( \vec{Y} \) have the same pattern, i.e., ratios of each pair of coordinates of \( \vec{X} \) and \( \vec{Y} \) are all equal, under the mapping, these vectors will be mapped onto a straight line across the center onto the 2D displaying space. All vectors with same pattern as \( \vec{X} \) and \( \vec{Y} \) will be mapped onto that line.
Figure 1. Mapping from n-dimensional input space onto two-dimensional space. (A) A data point $P'$ in the input n space. (B) $Q'$ is the corresponding image point using mapping function (Formula (1)) in the 2D space. $S_i (i = 1, 2, \ldots, n)$ are unit vectors which divide the unit circle of the display equally into n directions.

Although the visualization presentation under this mapping is similar to Sammon’s mapping [46, 47], they are fundamentally different. Our mapping is significantly different from Sammon’s mapping in that Sammon’s mapping iteratively minimizes the error defined in (2), while our mapping projects data directly onto 2D space.

$$E = \sum_i \sum_{j<i} \frac{1}{d_{ij}^2} \sum_i \sum_{j<i} \frac{(d_{ij}' - d_{ij})^2}{d_{ij}^2}$$

where $d_{ij}'$ is the distance $||x_i - x_j||$ between points $i$ and $j$ in the n-dimensional input space and $d_{ij}$ is the distance between their 2D mapping images.

Dhillon et al. [48, 49] have proposed another optimization oriented class-preserving projections. They want to obtain 2-dimensional projections that best discriminate the q classes with means $m_1, m_2, \ldots, m_q$, each containing $n_1, n_2, \ldots, n_q$ data points in d-dimension. The problem is then formulated as the search for orthonormal $w_1, w_2 \in \mathbb{R}^d$ that maximizes

$$C(w_1, w_2) = \text{trace}(W^T S_B W), \quad W = [w_1, w_2]$$

where $w_i^T w_2 = 0, w_i^T w_i = 1, i = 1, 2$, and $S_B = \sum_{i=2}^{q} \sum_{j=1}^{i-1} n_i n_j (m_i - m_j) (m_i - m_j)^T$.

In doing so, class labels are known prior to the projection. However, in our mapping, those labels may be unknown.

2.2 Zip Zooming View

Since mapping (1) could not preserve all the information in the input space, the scatterplot is a lossy visualization representation. By contrast, parallel coordinate plot allows the information of all dimensions to be visualized [1, 2, 50]. In a parallel coordinate system, each dimensional coordinate of a point is plotted along separate parallel axis. A variation of parallel coordinates is a circular version, which the axes
radiate from the center of a circle and extend to the perimeter. The drawback is that as the dimensions go higher, the displaying has large amount of overlapping lines.

We propose a zip zooming (parallel coordinate) viewing method extending circular parallel coordinate plots. Instead of showing all dimensional information, it combines several adjacent dimensions and displays the reduced dimension information. The number of new dimension displayed, we call it a granularity setting, can be set by the user. This allows different levels of combination.

Let \( F^*_g = (x_{g1}, x_{g2}, \ldots, x_{gn}) \) has the same meaning as in Formula (1), \( 1 \leq u \leq n \) be a granularity setting and \( v = \lfloor n/u \rfloor \) be the number of dimensions to be combined to form one new coordinate. Formula (4) describes the mapping of \( F^*_g \) onto a set of \( u \) two-dimensional points \( Q^*_g \):

\[
Q^*_g = \begin{cases} 
Q^*_{g1} = \sum_{i=1}^{n} (\lambda_i * (4/n) * x_{gi}) S_i \\
Q^*_{g2} = \sum_{i=2v}^{n} (\lambda_i * (4/n) * x_{gi}) S_i \\
\vdots \\
Q^*_{gu} = k * \sum_{i=(u-1)v+1}^{n} (\lambda_i * (4/n) * x_{gi}) S_i 
\end{cases}
\]  

(4)

Since \( u \) may not divide \( n \) evenly, the last coordinate \( Q^*_{gu} \) needs a normalization factor \( k = v / (n - (u - 1)v) \). A series of such view will allow user to inspect information at different levels from coarse to fine. Figure (2) illustrates this. Note that when granularity becomes finer (\( u \) becomes larger), the visualization becomes hard to visualize. On the other hand, under coarse granularity, the presentation becomes cleaner while losing some detailed information.

**Figure 2.** Zip zooming view at different granularity settings. Three data items in 12-dimension input space \((10,10,10,10,10,10,10,10,10,10,10,10)\), \((5,5,5,5,5,5,5,5,1,1,1,1)\), \((0,0,0,0,0,0,0,0,0,0,0,0)\), are represented by blue, red and green. (A) \( u = 12 \) (B) \( u = 6 \) (C) \( u = 4 \) (D) \( u = 1 \). Notice that all data are mapped to \((0,0)\) in (D).

Closer look at zip zooming view method reveals that circular parallel coordinate plots and high dimensional scatterplot under (4) are the two extreme cases
while other granularity settings are in between. In fact, according to formula (4), high dimensional scatterplot occurs when \( u = 1 \) and at \( u = n \) it becomes circular parallel coordinate plot. Zip zooming view and high dimensional scatterplot are in complement. The former offers the missing information. They combined allow a simple and intuitive presentation of the data set and yet preserving all the information at different levels.

### 2.3 Dimension Tour

Two distant points in input space may be mapped to nearby points in 2D space or vice versa. One solution is to use zip zooming view to inspect these two points more closely as happened in Figure (2). Another approach is to allow the user to interactively adjust the weights of individual dimension parameters to change data distribution in 2D space. It can easily cause the separation of falsely mapped points. By adjusting the coordinate weights of the dataset, data's original static state is changed into dynamic state which may compensate the information loss from the mapping. Each dimension parameter can be adjusted from -1 to 1. For example, two points \((5,1,1,5,1,5,1,1,1,1,1)\) and \((0,0,0,0,0,0,0,0,0,0,0)\) are far away in the input space. However, by the initial dimension parameter setting, they are both mapped onto the center of the 2D space (Figure 2D). Changing any weight \( \lambda_i \) in formula (1) will lead the separation of these two points immediately.

The result of parameter adjustment in scatterplot will cause the redistribution (sometimes dramatic) of the 2D representation points. When applied to zip zooming view, each parameter’s adjustment corresponds to a change only on a specific direction. Since the input space dimension can be very high, automatic changing of weights is implemented. So far the discussion of both scatterplot and zip zooming view only limited to static presentations of the data. Dimension parameter adjustment offers not only user interaction but also dynamic visualization. It can perform a projection-pursuit-guided grand tour like view [45, 51, 52]. Based on grand tour idea, we present an animation view method, called dimension tour. It is a sequence of either scatterplots or zip zooming views in which each frame has a specific dimension parameter settings. Dimension tour can be defined as a function of time. For scatterplot view, let \( \mathbf{F}_g^d = (x_{g1}, x_{g2}, \ldots, x_{gn}) \) has the same meaning as in Formula (1) and \( t \) be a time index, the sequence of mapping of \( \mathbf{F}_g^d \) are:

\[
Q_{g(t)}^* = \sum_{i=1}^{n} (\lambda_{i(t)} \ast (4/n) \ast x_{gi}) S_{ti}, \quad \lambda_i(t) \in [-1, 1]
\]

where \( \lambda_i(t) \) are the parameter settings at time \( t \).

### 3 Design

In this section, we present measurements of parallel pattern similarity and quality of cluster, VizCluster’s visualization features and three data analyzing modes: cluster/class discovery, class prediction, and class assessment.
3.1 Measurements

Parallel Pattern Similarity

In zip zooming view, when choosing finer granularity, the number of coordinates becomes large. It is hard to judge the similarity purely based on the visualization. Here we use coefficient of shape difference [53] created by Penrose [54] as a similarity measurement. This dissimilarity coefficient between two n-dimension points j and k is defined as:

$$z_{jk} = \sqrt{\frac{1}{n-1}(d_{jk}^2 - q_{jk}^2)} \quad \text{where} \quad q_{jk}^2 = \frac{1}{n^2} \left(\sum_{i=1}^{n} X_{ij} - \sum_{i=1}^{n} X_{ik}\right)^2.$$  \hspace{1cm} (6)

where $d_{jk}$ is the Euclidean distance between $j$ and $k$ and $X_{ij}$ is the ith coordinate of point $j$. $z_{jk}$ has the range of $0 \leq z_{jk} \leq \infty$. It equals 0 when two profiles are displaced by the addition of any constant i.e. it is zero when two points are parallel to each other.

Quality of Cluster

In scatterplot view, we need a measurement that evaluates the quality of the cluster. This is especially important to the automatic dimension parameter adjustment. Here we adopt a compactness measurement proposed in [55]. In this report, compactness is defined as the ratio of external connecting distance and internal connecting distance and cluster has the property of compactness being greater than 1. Detailed discussion and algorithm refers to [55]. In brief, the compactness and cluster are defined in positively weighted graphs. For any graph $G = (V, E)$ with positive weight function $w$ and any connected subset $T \subseteq V$, let $L = \{w(p, q) \mid (p, q) \in E, p \in T, q \not\in T\}$. The external connecting distance (ECD) of $T$ with respect to $G$ is defined as $ECD(T; G, w) = \min L$. $ECD(T; G, w)$ gives the length of a shortest edge connecting $T$ and $V-T$. Let $L = \{l \in R^+ \mid \langle T, \{(p, q) \in E \mid p \in T, q \in T, w(p, q) \leq l\} \rangle \text{is a connected subgraph of} G\}$. The internal connecting distance (ICD) of $T$ with respect to $G$ is defined as: $ICD(T; G, w) = \min L$. $ICD(T; G, w)$ gives the shortest length to “maintain” $T$ connected.

$T$'s compactness thus is defined as Compactness$T; G, w) = \frac{ECD(T, G, w)}{ICD(T, G, w)}$. $T$ is compact (or $T$ is a cluster) if its compactness is greater than 1, i.e., $ECD(T; G, w) > ICD(T; G, w)$.

3.2 Toolkit Features

Many visualization tools have been developed presenting numerous useful features. VizCluster is influenced heavily by XGobi [56], ORCA [57], and XmdvTool [58]. Designed to give a simple, fast, intuitive and yet powerful view of the data set and especially suitable to microarray data analysis, it supports a variety of useful features and functionalities.

VizCluster uses two major viewing modes: scatterplot and zip zooming view. User can choose granularity setting from 1 to $n$. Up to four settings can be viewed
simultaneously. Highlighting one data item in any view can cause same item be highlighted in other views. For one granularity setting, each data item can be displayed side by side in different frames. User can rearrange these frames, moving data with similar shaper closer together. User can also drag one data item and overlap with another to view the pattern similarity using coefficient of shape difference.

Dimension parameters can be adjusted either manually or automatically. All the weight can be obtained when the ideal distribution is reached. Parameter adjustment does not guarantee to find global maximum, often a local maximum is reached. Dimension parameters can be saved and loaded. VizCluster has adopted many useful features appeared in other similar visualization toolkits. Common features such as zooming, selecting and showing/hiding subset of data, brushing (displaying data by different color, legend), are implemented. VizCluster is implemented as Java application.

3.3 Data Analyzing Modes

VizCluster has three data analyzing modes: 1) cluster/class discovery (CD), which can be performed in either supervised or unsupervised manner (SCD or UCD); 2) class prediction (CP), evaluating the performance of a classifier; and 3) class assessment (CA), assessing the class assignment results.

![Diagram](image)

**Figure 3.** Data Analyzing in VizCluster. There are three data analyzing modes: cluster/class discovery (SCD, UCD), class prediction (CP), and class assessment (CA).

Cluster/Class Discovery

Depend on whether the class labels are known, cluster/class discovery can be divided into two paradigms in VizCluster: supervised class discovery (SCD) when class labels are known and unsupervised class discovery (UCD) otherwise. For either case, the process leads to the construction of a classifier which consists of straight lines to clearly separate the data. In UCD, the goal is to build a classifier
based on the data distribution while in SCD, the goal is to build a classifier for
the process of class prediction (CP). Cluster/class discovery is an user interactive
process. Initially, data are displayed in scatterplot view using default dimension
parameter setting. If the current scatterplot does not indicate a clear separation,
user can adjust dimension parameters either manually or automatically. Zip zoom-
ing view can help user to find the dimensions which are sensitive to separate data
and compare the similarity using detailed information. In automatic adjustment,
we use the compactness to measure the quality of the distribution of the clusters
and decide when to stop the adjustment procedure. To save time, user can choose
to inspect the data distribution only visually. The classifier can be saved and later
reloaded.

Class Prediction
A classifier should allow the class assignment of newly arrived unlabeled data. This
process is called class prediction (CP). The data on which the classifier was built is
called training data while the unlabeled data for class assignment is called testing
data. Classifier’s accuracy is judged by the correctness its class prediction for the
testing data. There are two commonly used methods: holdout and cross validation.
In holdout method, data is divided into mutually exclusive training and testing
group, then class prediction errors on the testing data are counted. However, when
data set is small, the separation of training and testing data may result in insufficient
training data. In this case, a method called leave-one-alone cross validation [59,60]
is used. All but one data items are used to build a classifier and the last one is
withheld as testing data. Then it is repeated in a round robin way, i.e. each
data item is withheld once and the cumulative errors are counted. In VizCluster,
different color is used to distinguish the testing data from the training data. Recall
in 2.1, a global normalization was performed prior to the mapping of training data.
Testing data items are not involved in such global normalization.

Class Assessment
The goal of class assessment (CA) is to evaluate the effectiveness of the class assign-
ment. Unlike in class prediction, all data items are involved and no class assignment
is performed. Numerous criteria and methods are proposed to evaluate the cluster
validity [61]. Here we use an intuitive criteria: the members of each class should
be as close to each other as possible, and the classes themselves should be widely
spaced. In VizCluster, it is mostly done visually by dimension tour. Since all data
items have already been assigned a class label, VizCluster will choose different color
(up to 16) or shape for each class. User uses dimension parameter adjustment, zip
zooming view and compactness measurement to evaluate the effectiveness of the
class assignment.

---

There is one subtle issue: one or more dimensions in the testing data may have values outside
the range of training data in those dimensions. Testing data will follow the same normalization
setting done by training data. For the values outside the range, we simply use 0 or 1 for that
dimension. However, the prediction suffers if testing data’s value significantly beyond training
data’s value range.
4 Data Analyzing and Results

In this section, we demonstrate data analyzing results using VizCluster. Tasks involving all three data analyzing modes, cluster/class discover, class prediction, and class assessment are performed. Experiment data sets consist of two low-dimension data sets and two microarray data sets.

4.1 Low-Dimension Data Sets

When facing data sets with low dimension (≤ 10) and large quantity of items, VizCluster is very effective in doing cluster/class discovery and class assessment. Scatterplot is the main viewing method here. Dimension parameter adjustment plays the key role. We will illustrate UCD and CA using two data sets.

Fisher’s Iris Data

The first experiment is on Fisher’s iris data set. This is a dataset made famous by Fisher, who used it to illustrate principles of discriminant analysis [62]. It contains 4 attributes, sepal length, sepal width, petal length, and petal width with 150 observations. The data has 50 plants of each species of iris: Iris Setosa, Versicolor, and Virginica (ftp://ftp.ics.uci.edu/pub/machine-learning-databases/iris/).

First we use VizCluster to perform unsupervised cluster discovery (UCD). The number of cluster is unknown. User will decide how many clusters is necessary. Figure (4) illustrates this process. Under the scatterplot, two clusters are clearly indicated. Manually or automatically adjusting the dimension parameters will cause a series of redistributions of the points: Figure 4A, 4B and 4C. In this process, hidden cluster may emerge (in Figure 4C). User can stop this interactive process at any time. An unsupervised classifier can be built afterwards.

If class labels have already been given, VizCluster can be used to evaluate the effectiveness of the assignment. Figure (5) illustrates class assessment (CA). Different colors are assigned to the classes. User uses parameter adjustment to observe the distribution of these classes. Good assignment keeps classes intact as much as possible under different parameter settings. Here Setosa clearly form a class. Although the rest data seem to merge together, under certain settings it can have the trend of being separated.

Gene Hits Data

We present another low-dimension data set for class assessment (CA). The data has 448 data items and three attributes. It is about gene hits from 2, 4, and 8 week old animals. Using neuroKmeans, a K-means clustering algorithm, 448 data items have been divided into 10 classes. Figure (6) illustrates the class assessment process.
Figure 4. Unsupervised cluster discovery (UCD) using iris data. In unsupervised cluster discovery, all data are using same color. Parameter adjustment plays the key role. (A) (B) (C) show the scatterplots under different parameter settings. It clearly indicates at least two clusters. However, bigger cluster in the upper half may be further separated as multiple smaller clusters. As shown in (C), the bigger cluster in the upper corner starts to break. Three clusters is a reasonable conclusion. An unsupervised classifier can thus be built but not shown here.

Figure 5. Class assessment (CA) using iris data. Blue is assigned to Setosa, red to Versicolor and green to Virginia. (A) (B) (C) show the scatterplots under different parameter settings. For comparison, in (A) (B) (C) corresponding parameter settings as in Figure 4 are used. Setosa are clearly separated from the other two. After proper adjustment, Versicolor and Virginica can be separated (C). This supports the previous observation in Figure 4(C).

4.2 Classification of Microarray Data

Multiple Sclerosis Data

Our primary experiment is to perform classification of samples on microarray data. The first experiment is based on gene expression data from a study of multiple sclerosis patients. Multiple sclerosis (MS) is a chronic, relapsing, inflammatory disease.
Interferon-β (IFN-β) has been the most important treatment for the MS disease for the last decade. The data was collected from DNA microarray experiments in the Neurology and Pharmaceutical Sciences departments. It consists of two parts: one contains 28 samples of 14 MS and 14 IFN-treated, we call it MS_IFN group. The other, MS_CONTROL group, contains 30 samples of which 15 are MS and 15 are Health Controls. There are 4132 genes in each group. We will use the VizCluster to distinguish the healthy control, MS and IFN-treated samples by supervised class discovery and class prediction.

Our approach is to build a supervised classifier from supervised class discovery and then perform class prediction. First we applied neighborhood analysis proposed in [21]. This reduced the gene number from original 4132 to 88. Based on 88 genes, we then built supervised classifiers for each group and apply cross validation for the evaluation. Figure (7) shows one such classifier for the MS_IFN group. Figure (8) shows the classifier for the MS_CONTROL group. The cross validation results are: for the MS_IFN group, samples in both IFN and MS group were all predicted correctly. For the CONTROL MS group, one sample in the MS group and two samples in the CONTROL group were wrongly classified. The accuracy is 0.90.

**Leukemia Data**

There is a well-known leukemia microarray set which often serves as “benchmark” [63] for microarray analyzing methods. It contains measurements corresponding to ALL and AML samples from bone marrow and peripheral blood. The data involves 72 leukemia samples of 7129 genes (http://www.genome.wi.mit.edu/MPR/data_set_ALL_AML.html). It has two groups: training group contains 27 ALL and 11 AML samples; testing group has 20 ALL and 14 AML samples.

We used the similar strategy above. In this case applying neighborhood analysis produced same 50 genes as described in [21]. These 50 genes were then used to
Figure 7. Supervised class discovery and class prediction in MS–IFN group. There are 14 samples each for MS and IFN. (A) A supervised classifier was built using 14 MS and 13 IFN samples. MS samples are colored blue and IFN samples red. (B) Class prediction by this classifier. We used the IFN sample previously held to test the classifier. The green circle indicates this testing sample. In this case, it was successful. The classifier correctly predicted its class IFN. (C) shows a 11 coordinate zooming view to display the evaluation in (B). (D) shows a 4 coordinate zooming view. (E) shows a 8 coordinate zooming view. This gives user more detailed information of each data item. From (D) to (E) to (C), more detail about the data set is revealed. It can help user to find dimensions which are sensitive to the separation of the data. It is also helpful to decide the class labels for closely mapped data items. Notice, although most red items have similar shapes, some have dramatic deviation at certain coordinates.

build a supervised classifier. However, instead of doing cross validation, we directly performed class prediction on the training group (using the same 50 genes) and counted the errors. The result is that five samples were misclassified (out of 34), one ALL and four AML. The accuracy is 0.85. Most misclassified samples were closed to the line of the classifier. There are two other alternative ways: 1) Apply cross validation on testing group only. 2) Apply cross validation on all 72 samples. Figure (9) shows the process.
Figure 8. Supervised class discovery and class prediction in MS\_CONTROL group. There are 15 samples each for MS and CONTROL. MS samples are in blue and CONTROL samples in red. (A) A supervised classifier was built using 15 MS and 14 CONTROL samples. (B) Class prediction of this classifier. We used the CONTROL sample previously withheld to test the classifier. In this case, however, it was unsuccessful. The classifier wrongly predicted its class. (C) shows a 11 coordinate zooming view the prediction. Samples in this group are harder to separate than that in MS\_FNF group.

Figure 9. Supervised class discovery and class prediction on leukemia data. (A) A supervised classifier was built using all training samples. It clearly separated ALL and AML samples. Blue is assigned to ALL and AML samples are in red. (B) Class prediction by the classifier in (A). Green circles stands for 20 ALL samples and magenta circles stand for 14 AML samples in the testing group. Overall, the classifier failed to predict one ALL and four AML samples. (C) The testing group with ALL in blue and AML in red. (D) All 72 samples from both groups using the same coloring schema as in (B). It indicates fair separation between ALL and AML. Global normalization involves all the samples in (D) while only training group in (B). This results in different looking between them.
5 Conclusion

Card, Mackinlay, and Schneiderman defined visualization as “the use of computer-supported, interactive, visual representation of abstract data to amplify cognition” [64], where cognition is defined as “the acquisition or use of knowledge”. We present here visualization environment, VizCluster: a dynamic interactive visualization approach to cluster analysis. It takes the advantage of graphical visualization methods to reveal the underlying data patterns. In practice, VizCluster offers a simple, fast, intuitive and powerful view of the data set.

Information in gene expression matrices is special in that gene expression data has asymmetric dimensionality: sample space has relatively small dimensionality while gene space has very large dimensionality. The framework of VizCluster is designed to suit such analysis. The nonlinear projection mapping and zip zooming viewing method combine the merits of both high dimensional scatter-plot and parallel coordinate plots. The scatter plot is suitable for viewing dense data sets with lower dimension in sacrificing the integrity of information. On the other hand, parallel coordinate plot is efficient in displaying sparse data sets with high dimensions at the cost of the clarity. Zip zooming viewing method serves as the bridge between the two and provide a multiresolution information preservation.

Influenced by XGobi, ORCA, and XmdvTool, there are many appealing features in VizCluster. Besides integrated scatterplot view and zip zooming view, it offers dimension tour, a projecting-pursuit-guided, grand tour like animation view by adjusting dimension parameters. It also implements the measurements of the similarity of parallel shapes and the quality of the cluster distribution.

VizCluster supports three major modes of data analysis: cluster/class discovery, both in supervised (SCD) and unsupervised (UCD) fashion, class prediction (CP), and class assessment (CA). Our results show that it has the advantage of being simple and yet powerful in doing UCD and CA on low dimension data sets such as iris data. Our primary goal is to perform classification of samples on gene expression data (SCD and CP). By building supervised classifiers and using holdout or cross validation evaluation, VizCluster clearly demonstrates its power. In all these tasks, VizCluster achieves satisfactory results.

Visualization is not a substitute for quantitative analysis. Rather, it is a qualitative means of focusing analytic approaches and helping users to select the most appropriate parameters for quantitative techniques. In this paper, we have not attempted to claim this approach being superior to traditional data analysis methods. Instead, from our experiments, we demonstrated that VizCluster’s approach is a promising one to be used for analyzing and visualizing of microarray data sets and further development is worthwhile.
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