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Abstract

Microarray technologies are capable of simultaneously measuring the signals for thousands of messenger RNAs and large numbers of proteins from single samples. Arrays are now widely used in basic biomedical research for mRNA expression profiling and are increasingly being used to explore patterns of gene expression in clinical research. Most research has focused on the interpretation of the meaning of the microarray data which are transformed into gene expression matrices where usually the rows represent genes, the columns represent various samples. Clustering samples can be done by analyzing and eliminating of irrelevant genes. However, majority methods are supervised (or assisted by domain knowledge), less attention has been paid on unsupervised approaches which are important when little domain knowledge is available. In this paper, we present a new framework for unsupervised analysis of gene expression data, which applies an interrelated two-way clustering approach on the gene expression matrices. The goal of clustering is to identify important genes and perform cluster discovery on samples. The advantage of this approach is that we can dynamically manipulate the relationship between the gene clusters and sample groups while conducting an iterative clustering through both of them. The performance of the proposed method with various gene expression data sets is also illustrated.

1 Introduction

Bioinformatics is defined as conceptualizing biology in terms of molecules and applying informatics techniques to understand and organize the information associated with these molecules [34]. Knowledge of the spectrum of genes expressed at a given time or under certain conditions proves instrumental to understand the working of a living cell [55].

Microarray technologies are capable of simultaneously measuring the signals for thousands of messenger RNAs and large numbers of proteins from single samples. Figure 1 illustrates a typical microarray experiment whose outcome are scanned images. Arrays are now widely used in basic biomedical research for mRNA expression profiling and are increasingly being used to explore patterns of gene expression in clinical research [10, 28, 44, 46, 57]. The customary approach in array analysis is to obtain data from fluorescence scanners or phosphorimagers and to analyze the array images using dedicated, custom image analysis software, usually provided by the array manufacturer. Minimally, these software identify spots and analyze spot intensities, map spots to genes, and condition the data. The normalized results are exported as
Figure 1: cDNA microarray experiment, courtesy of IPAM: Institute for Pure and Applied Mathematics, UCLA [48]. The raw microarray data are images, each may contain over 5000 genes. The images can then be transformed into numeric gene expression matrices for further analysis.

flat tables to other software where a typical preliminary analysis may involve exploratory cluster analysis, biostatistical analysis and bioinformatics research for interesting genes [12, 13, 16, 25].

The raw microarray data are images which can then be transformed into gene expression matrices where usually the rows represent genes, the columns represent various samples. The numeric value in each cell characterizes the expression level of the particular gene in a particular sample. Innovative techniques to efficiently and effectively analyze these fast growing gene data are required, which will have a significant impact on the field of bioinformatics. But the high-dimensionality and size of array-derived data poses challenging problems in both computational and biomedical research, and the difficult task ahead is converting genomic data into knowledge. Various methods have been developed using both traditional and innovative techniques to extract, analyze, and visualize gene expression data generated from DNA microarrays.

The many data-clustering methods which have been proposed fall into two major categories: supervised clustering and unsupervised clustering. The supervised approach assumes that additional information is attached to some (or all) data, for example, samples are labeled as diseased vs. normal. Using this information, a classifier can be constructed to predict the labels from the expression profile. The major supervised clustering methods include neighborhood analysis [19], the support vector machine [11, 17, 41], the tree harvesting method [24], the decision tree method [63], statistical approaches such as the maximum-entropy model [30], and a variety of ranking-based methods [6, 33, 40, 53, 54, 38]. Unsupervised approaches assume little or no prior knowledge. The goal of such approaches is to partition the dataset into statistically meaningful classes [6]. A typical example of unsupervised data analysis is to find groups of co-regulated genes or related sam-
ples. Currently most of the research focuses on the supervised analysis, relatively less attention has been paid to unsupervised approaches in gene expression data analysis which is important in a context where little domain knowledge is available [5, 49]. The hierarchical clustering method [1, 15, 26, 9, 65, 29, 56, 58, 36, 20], the k-means clustering algorithms [21, 22, 52, 61] and the self-organizing maps [19, 32, 50, 27, 37] are the major unsupervised clustering methods which have been commonly applied to various data sets.

Information in gene expression data can then be studied in two angles [10]: analyzing expression profiles of genes by comparing rows in the expression matrix [3, 11, 15, 7, 24, 35, 42, 50] and analyzing expression profiles of samples by comparing columns in the matrix [4, 19, 47]. While most researchers focus on either genes or samples, in a few occasions, sample clustering has been combined with gene clustering. Alon at al. [2] proposed a partitioning-based algorithm in which genes and samples were clustered independently. Getz et al. [18] proposed a coupled two-way clustering method to identify subsets of both genes and samples. Xing et al. [59] proposed a clustering method called CLIFF which iteratively uses sample partitions as a reference to filter genes. None of these approaches offers a definitive solution to the fundamental challenge of detecting meaningful patterns in the samples while pruning out irrelevant genes in a context where little domain knowledge is available.

In this paper, we will introduce an interrelated two-way clustering approach for unsupervised analysis of gene expression data. Unlike previous work mentioned above, in which genes and samples were clustered either independently or both data being reduced, our approach is to delineate the relationships between gene clusters and sample partitions while conducting a iterative search for sample patterns and detecting significant genes of empirical interest. This iterative framework incorporates a variety of improved techniques extended from the previous work [51]. The performance of the proposed method will be illustrated in the context of various data sets.

The remainder of this paper is organized as follows. Section 2 introduces the motivation and framework while the algorithm to implement the framework is presented in Section 3. Experimental results appear in Section 4 and concluding remarks in Section 5.

2 Motivation

Let \( \hat{\mathbf{M}} = \{m_{i,j} \mid i \in I, j \in J \} \) represent the original gene expression matrix, where \( I = \{1, 2, ..., n_g \} \) represents the labels of the genes and \( J = \{1, 2, ..., n_s \} \) represents the labels of the samples. Clustering can be used to group genes that manifest similar expression patterns for a set of samples [3, 7, 11, 15, 24, 35, 42, 50]. This view considers the \( N = n_g \) genes as objects to be clustered, each represented by its expression profile, as a point in a \( D = n_s \) dimensional space, measured over all of the samples [18]. Another type of clustering is to cluster samples into homogeneous groups which may correspond to particular macroscopic phenotypes, such as clinical syndromes or cancer types [4, 19, 47]. In this instance, the \( N = n_s \) samples are viewed as the objects to be clustered, with the levels of expression of \( n_g \) genes playing the role of the features, representing each sample as a point in a \( D = n_g \) dimensional space.

Sample clustering presents interesting but also very challenging problems. In typical microarray data sets, the sample space and gene space are of very different dimensionality, for example, \( 10^4 \sim 10^5 \) samples versus \( 10^3 \sim 10^4 \) genes. Clustering on the original high dimensional data is not guaranteed to capture a meaningful partition corresponding to empirical interest because [59]:

1. A gene expression matrix is usually generated according to some actual empirical interest, like diseased vs. healthy condition for samples. But the same set of samples may also display gender, age, or...
other variability.

2. Microarrays are not typically task-specific and most of the genes are not necessarily of interest. Sample-pattern detection is subject to interference from the large number of irrelevant or redundant genes which should be pruned out or filtered when clustering samples.

3. For unsupervised analysis, uncertainty about which genes are relevant makes it difficult to construct an informative gene space to detect real sample partition.

Thus how to select the significant genes which contribute to the clustering of the samples and reveal the empirical interest pattern of the samples are very important in the data analyzing procedure. These two tasks are actually interconnected. Once the important genes are identified, the dimensions of the data will be efficiently reduced so to allow conventional clustering algorithms to be used to cluster samples. Conversely, once the salient sample patterns have been found, genes can be sorted for importance using similarity scores, such as correlation coefficient with the pattern. In general, if either an accurate sample partition or a set of significant genes is known, the other can then be easily obtained by supervised approaches [19, 30, 31]. With unsupervised clustering, however, factors such as the sparsity of data, the high dimensionality of the gene space, and the high percentage of irrelevant or redundant genes make it very difficult either to classify samples or pick out substantial genes in a context where little domain knowledge is available.

To address these problems, we propose the interrelated two-way clustering framework for unsupervised gene expression data analysis which is illustrated in Figure 2.

The goal involves two interrelated tasks: detection of meaningful patterns within the samples and selection of those significant genes which contribute to the samples’ empirical pattern. To be more specific, they are:

- To select a subset of genes, usually called important genes, which are highly associated with the samples experimental distributions. This can also be considered as genes filtering.

- To cluster the samples into different groups. According to the most popular experimental platforms, the number of different groups is usually two, for example, diseased samples and health control samples.

Since the volume of genes is large and no information regarding the actual partition of the samples assumed to be available, we cannot directly identify the sample patterns or significant genes. Rather, these goals must be gradually approached. First, we use the relationships of sample clusters and gene groups thus discovered to post a partial or approximate pattern. We then use this pattern to direct the elimination of irrelevant genes. In turn, the remaining meaningful genes will guide further sample pattern detection. Thus, we can formulate the problem of pattern discovery in the original data var an interplay between approximate partition detection and irrelevant gene shaving. Because of the complexity of the matrix, this procedure usually requires several iterations to achieve satisfactory results.

The criterion for terminating the series of iterations is determined by evaluating the quality of the sample partition. This is achieved in the “class validation” phase by assigning certain statistical measures to the selected genes and the related sample partition. When a stable and significant pattern of samples emerges, the iteration stops, and the selected genes with the related sample pattern become the final result of the process.
3 Interrelated Two-way Clustering

3.1 Preliminary Steps

We represent the gene expression data as a \( n_g \) by \( n_s \) matrix: \( \mathbf{M} = \{ m_{i,j} \mid i = 1, 2, \ldots, n_g, j = 1, 2, \ldots, n_s \} \), where there are \( n_s \) columns, one for each sample, and \( n_g \) rows, one for each gene. One row of genes is also called a gene vector, denoted as \( \tilde{g}_i = < m_{i,1}, m_{i,2}, \ldots, m_{i,n_s} > \). Thus, a gene vector contains the values of a particular attribute for all samples.

3.1.1 Data Normalization

Data sometimes need to be transformed before being used [21]. For example, attributes may be measured using different scales, such as centimeters and kilograms. In instances where the range of values differs widely from attribute to attribute, these differing attribute scales can dominate the results of the cluster analysis. It is therefore common to normalize the data so that all attributes are on the same scale.
The following are two common approaches to data normalization for each gene vector:

\[ m^i_{i,j} = \frac{m_{i,j} - \bar{m}_i}{\sigma_i}, \]  

(1)

or

\[ m^i_{i,j} = \frac{m_{i,j} - \bar{m}_i}{\sigma_i}, \]  

(2)

where

\[ \bar{m}_i = \frac{\sum_{j=1}^{n_s} m_{i,j}}{n_s}, \quad \sigma_i = \sqrt{\frac{\sum_{j=1}^{n_s} (m_{i,j} - \bar{m}_i)^2}{n_s - 1}} \]

and \( m^i_{i,j} \) denotes the normalized value for gene vector \( i \) of sample \( j \), \( m_{i,j} \) represents the original value for gene \( i \) of sample \( j \), \( n_s \) is the number of samples, \( \bar{m}_i \) is the mean of the values for gene vector \( i \) over all samples, and \( \sigma_i \) is the standard deviation of the \( i^{th} \) gene vector.

### 3.1.2 Similarity Measure

Many methods of cluster analysis depend on some measure of similarity (or distance) between the vectors to be clustered. Although Euclidean distance is a popular distance measure for spatial data, the correlation coefficient [14] is widely believed to be more suitable for pattern-discovery approaches because it measures the strength of the linear relationship between two vectors. This measure has the advantage of calculating similarity on the basis only of the pattern and not the absolute magnitude of the spatial vector. The formula of the correlation coefficient between two vectors \( X = (x_1, x_2, \ldots, x_k) \) and \( Y = (y_1, y_2, \ldots, y_k) \) is:

\[ \rho_{X,Y} = \frac{\sum_{i=1}^{k} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{k} (x_i - \bar{x})^2 \sqrt{\sum_{i=1}^{k} (y_i - \bar{y})^2}}}, \]  

(3)

where \( k \) is the length of vectors \( X \) and \( Y \), and

\[ \bar{x} = \frac{1}{k} \sum_{i=1}^{k} x_i, \quad \bar{y} = \frac{1}{k} \sum_{i=1}^{k} y_i. \]

We will use the correlation coefficient as the similarity measure for the proposed clustering approach so that pattern similarities between genes or samples in each group will be revealed regardless of their spatial proximity.

### 3.2 Main Algorithm

In interrelated two-way clustering, both genes and samples are simultaneously clustered. The algorithm, illustrated in Figure 2, is an iterative procedure based on \( \bar{M} \) with \( n_g \) genes and \( n_s \) samples. The idea is to delineate the relationships between gene clusters and sample groups while iteratively clustering through both genes and samples to extract important genes and classify samples simultaneously. Within each iteration there are five main steps:

*Step 1: clustering on genes.*
The task of this step is to cluster \( n \) genes into \( k \) groups, denoted as \( G_i \) (\( 1 \leq i \leq k \)), each of which is an exclusive subset of the entire gene set. The clustering method can be any method which takes the number of clusters as an input parameter, such as K-means or SOM [23, 22].

Step 2: clustering on samples.

Based on each group \( G_i \) (\( 1 \leq i \leq k \)), we independently cluster samples into two clusters (according to the most popular experimental conditions [10]), represented by \( S_{i,a} \) and \( S_{i,b} \).

Step 3: clustering results combination.

This step combines the clustering results of the previous steps. By Step 2, we get \( k \) pairs of samples clusters \( S_{i,a}, S_{i,b} \) (\( i = 1, 2, \ldots, k \)). Then we choose one cluster from each pair and find all possible intersection of these \( k \) sample clusters, denoted as sample groups \( C_j \) (\( 1 \leq j \leq 2^k \)). Without loss of the generality, let \( k = 2 \). Then the samples can be divided into four groups:

- \( C_1 \) (intersection of \( S_{1,a} \) and \( S_{2,a} \));
- \( C_2 \) (intersection of \( S_{1,a} \) and \( S_{2,b} \));
- \( C_3 \) (intersection of \( S_{1,b} \) and \( S_{2,a} \));
- \( C_4 \) (intersection of \( S_{1,b} \) and \( S_{2,b} \)).

Figure 3 illustrates the results of this combination. In the figure, the second and third lines show cluster results on samples based on gene groups \( G_1 \) or \( G_2 \) independently. In each case, samples are clustered into two groups, which are marked as “a” or “b”. The green color (second line) represents cluster results based on \( G_1 \) and blue color (third line) indicates the results based on \( G_2 \). By combination, four possible sample groups are generated: \( C_1 \) includes samples marked as “a” based on \( G_1 \) and marked as “a” based on \( G_2 \); \( C_2 \) includes samples marked as “a” based on \( G_1 \) and marked as “b” based on \( G_2 \); \( C_3 \) includes samples marked as “b” based on \( G_1 \) and marked as “a” based on \( G_2 \); and \( C_4 \) includes samples marked as “b” based on \( G_1 \) and marked as “b” based on \( G_2 \).

Figure 3: Clustering results combination when \( k = 2 \). \( s_1, s_2, \ldots, s_m \) in the first line represent samples.
If \( k = 3 \), there will be eight possible sample groups. In general, the number of possible sample groups will reach \( 2^k \). Usually \( k \) is set to be 2 to reduce the computational complexity.

**Step 4: heterogeneous groups detection.**

Among the sample groups \( C_1 \) to \( C_{2^k} \), we choose two distinct groups \( C_s \) and \( C_t \) such that each sample in \( C_s \) is in the different cluster with each sample in \( C_t \) during clustering in Step 2. \( (C_s,C_t) \) is called a heterogeneous group. For example, if \( k = 2 \), among the sample groups \( C_1,C_2,C_3,C_4 \), we choose two distinct groups \( C_1 \) and \( C_4 \) (\( 1 \leq s,t \leq 4 \)) which satisfy the following condition: for \( \forall u \in C_s, \forall v \in C_t \), where \( u \) and \( v \) are samples, if \( u \in S_{i,r_1}, v \in S_{i,r_2}, \) then \( r_1 \neq r_2 \) (\( r_1, r_2 \in \{a,b\} \)) for all \( i \) (\( 1 \leq i \leq k \)). \( (C_s,C_t) \) is then a heterogeneous group. For example, \( (C_1,C_4) \) is such a heterogeneous group (when \( k = 2 \)) because all samples in group \( C_1 \) are clustered into \( S_{i,a} \) (\( 1 \leq i \leq k \)), while all samples in group \( C_4 \) are clustered into \( S_{i,b} \) (\( 1 \leq i \leq k \)). For the same reason, \( (C_2, C_3) \) is another heterogeneous group. We use these heterogeneous groups as the representation of the original sample partition.

**Step 5: gene dimension deduction.**

In this step, we reduce genes based on the sample patterns in the heterogeneous groups. To find genes whose expression patterns are strongly correlated with the class distinction within the heterogeneous group, we build on-off patterns according to the class distribution of each heterogeneous group and sort genes by their degree of correlation with the patterns. For example, for the heterogeneous group \( (C_1,C_4) \), two patterns \( \bar{p}_1 = < 0, 0, 0, 1, 1, \ldots, 1 > \) and \( \bar{p}_2 = < 1, 1, \ldots, 1, 0, 0, \ldots, 0 > \) are introduced. The pattern \( \bar{p}_1 \) includes \( |C_1| \) (number of samples in group \( C_1 \)) zeros followed by \( |C_4| \) (number of samples in group \( C_4 \)) one’s. Similarly, \( \bar{p}_2 \) includes \( |C_1| \) one’s followed by \( |C_4| \) zeros. For each pattern, we calculate correlation coefficient defined in Equation (3) between the on-off patterns and each gene vector \( \bar{g}_i \):

\[
\text{corr}_1(\bar{g}_i) = \rho_{\bar{p}_1,\bar{g}_i} \quad \text{and} \quad \text{corr}_2(\bar{g}_i) = \rho_{\bar{p}_2,\bar{g}_i}.
\]

Genes have high correlation coefficient with either \( \bar{p}_1 \) or \( \bar{p}_2 \) are considered to manifest the heterogeneous group pattern. So the final correlation value is defined as:

\[
\text{corr}(\bar{g}_i) = \max(\text{corr}_1(\bar{g}_i), \text{corr}_2(\bar{g}_i)).
\]

We then sort all genes according to the correlation values in descending order. Gene dimension deduction is performed by eliminating some genes from the end of this ranked list. We examine the genes in the second half of the ranked list, choose a “shaving point” between two genes with the largest difference in correlation values, and remove the genes below the shaving point. The remaining gene set is denoted as \( G' \). Figure 4 provides an example in which the line shows the ranked correlation values of all genes. As we can see, in the second half of the list (genes 7 ~ 13), the largest difference occurs between gene 8 and 9. Thus, the shaving point will be set between these genes and genes 9 to 13 will be filtered out. The semantic meaning of this shaving criterion is that, while each gene between 2 to 8 shows slightly less relevance to the sample pattern than the previous one, group 9 and following are much less relevant and they can be shaved.

It is appropriate to select the shaving point from the second half of the ranked lists so that too many genes will not be removed in a single step, particularly when the largest difference appears between the first few genes. Since the heterogeneous group pattern determined earlier in the process may not exactly match the actual partition.

Similarly, for the other heterogeneous group \( (C_2, C_3) \), another reduced gene sequence \( G'' \) is generated.

Now the question is which gene subset should be chosen for the next iteration, \( G' \) or \( G'' \)? The semantic meaning behind this is to select a heterogeneous group which is a better candidate to represent the empirical
distribution of samples because $G'$ and $G''$ are generated based on the corresponding heterogeneous groups. In the previous work, cross-validation method [51, 19] was applied to identify heterogeneous group and select genes. In general, we hope that the samples in each part of a given heterogeneous group will have high correlation to one another and have large difference from the samples in the other part when measured over the reduced gene vectors. We therefore measure the likelihood of a given heterogeneous group to be representative pattern for samples by combining its correlation within each part and dissimilarity between two part. For example, the likelihood of representation of heterogeneous group $(C_1, C_4)$ can be defined as:

$$
\delta_{C_1, C_4} = \exp \left(-\left(\frac{1}{\log |C_1| \cdot COR(C_1)} + \frac{1}{\log |C_4| \cdot COR(C_4)}\right)\right) \times DIS(C_1, C_4).
$$  \hspace{1cm} (6)

$COR(C_i)$ (Equation 7) measures the accumulation of variance of each gene vector over samples in $C_i$. If the variance value of each gene vector is low, then this gene vector is stable for this set of samples. Thus, if $COR(C_i)$ is low, then the genes involved generally correlate to manifest a single function over samples in $C_i$. This set of highly-correlated samples may represent a single condition for the entire sample pattern of empirical interest.

$$
COR(C_i) = \frac{|C_i| \cdot |G'|}{\sum_{i \in G'} \sum_{j \in C_i} (m_{i,j} - \overline{m}_{i,C_i})^2}, \text{ where } \overline{m}_{i,C_i} = \frac{1}{|C_i|} \sum_{j \in C_i} m_{i,j}.
$$  \hspace{1cm} (7)

The dissimilarity $DIS(C_i, C_{i'})$ of two parts within the heterogeneous group is defined as the average of the pairwise dissimilarity between all pairs of objects in the different parts. This is expressed by the following equation:

$$
DIS(C_i, C_{i'}) = \frac{1}{|C_i| \times |C_{i'}|} \sum_{p_1 \in C_i, p_2 \in C_{i'}} \frac{1}{\rho_{\overline{m}_{p_1}, \overline{m}_{p_2}}}
$$  \hspace{1cm} (8)
where
\[
\bar{m}_{p_1} = \langle m_{1,p_1}, m_{2,p_1}, \ldots, m_{|C'|,p_1} \rangle, \\
\bar{m}_{p_2} = \langle m_{1,p_2}, m_{2,p_2}, \ldots, m_{|C'|,p_2} \rangle.
\]
\(\bar{m}_{p_1}\) is a sample in sub-matrix \(C_i\), \(\bar{m}_{p_2}\) is a sample in sub-matrix \(C'_i\), and \(\rho_{\bar{m}_{p_1}, \bar{m}_{p_2}}\) is the correlation coefficient between \(\bar{m}_{p_1}\) and \(\bar{m}_{p_2}\) defined in Equation 3.

The likelihood is calculated for each heterogeneous group. When the heterogeneous group which has higher likelihood value is found, its corresponding reduced genes is selected for the next iteration.

### 3.3 Class Validation and Termination

After one iteration involving detection of sample pattern and selection of genes, a certain number of genes will be shaved. The remaining genes and the entire samples then form a new gene expression matrix from which a new iteration starts.

We will now discuss the issue of determining when sufficient iterations have been performed. Ideally, iterations will be terminated when a stable and significant pattern of samples has emerged. Thus, the iteration termination criterion involves determining the measurement and threshold which identifies a “stable and significant” pattern.

The propose of clustering samples is based on identifying groups of empirical interesting patterns in the underlying samples. In general, we hope that the samples in a given group will be similar (or related) to one another and different from (or unrelated to) the samples in other groups. The greater the similarity (or homogeneity) within a group, and the greater the difference between groups, the better or more distinct the partition.

As described above, after each iteration, we use the remaining genes to classify samples and then use the coefficient of variation (CV) to measure how “internally-similar and well-separated” this partition is:

\[
CV = \frac{1}{N} \sum_{k=1}^{N} \frac{\sigma_k}{||\mu_k||},
\]

where \(N\) represents the cluster number, \(\mu_k\) indicates the center of group \(k\), and \(\sigma_k\) represents the standard deviation of group \(k\). Assuming there are \(t\) objects \(\{\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_t\}\) in group \(k\), each object is a \(n\)-dimensional vector \(\vec{v}_j = \langle m_{1,j}, m_{2,j}, \ldots, m_{n,j} \rangle\). The center of group \(k\) is defined as:

\[
\vec{\mu}_k = \langle m_{1,k}, m_{2,k}, \ldots, m_{n,k} \rangle,
\]

where

\[
\bar{m}_{i,k} = \frac{1}{t} \sum_{j=1}^{t} m_{i,j}, \quad (i = 1, 2, \ldots, n).
\]

And the standard deviation of group \(k\) is defined as:

\[
\sigma_k = \sqrt{\frac{\sum_{i=1}^{t} ||\vec{v}_i - \vec{\mu}_k||^2}{t - 1}}.
\]

It is clear that, if the dataset contains an “internally-similar and well-separated” partition, the standard deviation of each group will be low, and the \(CV\) value is expected to be small. Thus, based on the coefficient of variation, we may conclude that small values of the index indicate the presence of a “good” pattern.
We examine the coefficient of variation values after each iteration and terminate the algorithm after an iteration with a CV value much smaller than the previous. In the example in Figure 5, we have applied the interrelated two-way clustering approach to a data set by monitoring the CV until the gene number is very small. This illustrates the change in CV value in relation to gene numbers. In this figure, the CV value drops abruptly after a certain iteration (here, when the gene number is less than 100 after the eleventh iteration), and the iteration can then stop. This termination point is indicated by a red star.

Another applicable termination condition involves checking whether the number of genes is small enough to guide sample class prediction. This number is highly dependent on the type of data. For example, in a typical biological system, the number of genes needed to fully characterize a macroscopic phenotype and the factors determining this number are often unclear. Experiments also show that, for certain data, gene numbers varying from 10 ~ 200 can all serve as good predictors [19]. For our microarray data experiments, we have chosen 100 as a compromise termination number; e.g. when the number of genes falls below 100, the iteration stops. This termination condition is used only as a supplementary criterion.

Genes that remain will be regarded as the selected genes resulting from this interrelated two-way clustering approach. They are then used to cluster the samples for a final result. Since the number of genes is relatively small, the traditional clustering methods can be applied to the selected genes. The remaining genes can also be treated as “predictors” to establish cluster labels such as disease symptoms and control condition for the next batch of samples.

4 Performance Evaluation

In this section, we will analyze the effectiveness of the proposed approach through experiments on various data sets.
4.1 External Evaluation Criteria

4.1.1 Rand Index

A measurement of “agreement” (called the “Rand Index” [43, 60]) between the ground-truth of the sample partition and the clustering result was used to evaluate the performance of the algorithm. Given a set of samples \( S = \{s_1, s_2, \ldots, s_n\} \), suppose \( P = \{p_1, p_2, \ldots, p_k\} \) is the actual partition according to the conditions of empirical interest, and \( Q = \{q_1, q_2, \ldots, q_m\} \) is a partition of samples resulting from the clustering algorithm which satisfies \( S = \bigcup_{i=1}^{k} p_i = \bigcup_{j=1}^{m} q_j, p_i \cap p_{i'} = \emptyset (1 \leq i, i' \leq k) \) and \( q_j \cap q_{j'} = \emptyset (1 \leq j, j' \leq m) \). Let \( a \) represent the number of pairs of samples that are in the same class in \( P \) and in the same cluster in \( Q \), \( b \) represent the number of pairs of samples that are in the same class in \( P \) but not in the same cluster in \( Q \), \( c \) be the number of pairs of samples that are in the same class in \( Q \) but not in the same cluster in \( P \), and \( d \) be the number of pairs of samples that are in different classes in \( P \) and in different clusters in \( Q \). Thus, \( a \) and \( d \) measure the agreement of two partitions, while \( b \) and \( c \) indicate disagreement. The formula of the Rand Index [43] is:

\[
RI = \frac{a + d}{a + b + c + d}. \tag{10}
\]

The Rand Index lies between 0 and 1. When the two partitions match perfectly, the Rand Index is 1. In our experiments, we calculate a Rand Index value between the ground-truth and the result of each potential method to evaluate the quality of the clustering algorithms. In these tests, a higher the Rand Index value indicates better algorithm performs.

4.1.2 Interactive Visualization

A linear mapping tool [8, 64] which maps the \( n \)-dimensional dataset onto two-dimensional space is used to view the changes in sample distribution during the iterative process.

Let vector \( \vec{P}_g = (x_{g1}, x_{g2}, \ldots, x_{gn}) \) represent a data element in the \( n \)-dimensional space. Equation (11) describes the mapping of \( \vec{P}_g \) onto a two-dimensional point \( \vec{Q}_g \):

\[
\vec{Q}_g = \sum_{i=1}^{n} (\lambda_i \cdot x_{gi}) \vec{S}_i, \quad \lambda_i \in [-1, 1] \tag{11}
\]

where \( \lambda_i \) is an adjustable weight for each dimension (coordinate) with a default value is 0.5, \( n \) is the number of dimensions of the input space, and \( \vec{S}_i (i = 1, 2, \ldots, n) \) are unit vectors which divide the center circle of the display into \( n \) equal directions, i.e., \( \vec{S}_i = 2\pi/n \cdot i \). The mapping Formula (11) replicates the correlation relationship of the input space onto the two-dimensional images. Note that point \((0,0,\ldots,0)\) in the input space will be mapped onto the two-dimensional center \((0,0)\) (assuming all dimension weights are equal). Additionally, all points in the format \((a,a,\ldots,a)\) will also be mapped to the center. If \( \vec{X} \) and \( \vec{Y} \) have the same pattern; i.e., ratios of each mapped pair, these vectors will be mapped onto a straight line across the center of the \( 2D \) display space. All vectors with same pattern as \( \vec{X} \) and \( \vec{Y} \) will be mapped onto that line. This mapping method takes the advantage of graphical visualization techniques to reveal the underlying data patterns.
Table 1: Rand Index value reached by applying two traditional clustering methods.

<table>
<thead>
<tr>
<th>Data Set (Sample #)</th>
<th>MS_IFN</th>
<th>MS_CON</th>
<th>Leukemia</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means Equation (1)</td>
<td>0.4841</td>
<td>0.4920</td>
<td>0.5027</td>
</tr>
<tr>
<td>K-means Equation (2)</td>
<td>0.4815</td>
<td>0.4851</td>
<td>0.5070</td>
</tr>
<tr>
<td>SOM Equation (1)</td>
<td>0.5238</td>
<td>0.4920</td>
<td>0.4945</td>
</tr>
<tr>
<td>SOM Equation (2)</td>
<td>0.4815</td>
<td>0.4920</td>
<td>0.5027</td>
</tr>
</tbody>
</table>

4.2 Experimental Results

We will now present experimental results using three microarray data sets. The first two data sets are from a study of multiple-sclerosis patients collected by the Neurology and Pharmaceutical Sciences Departments of the State University of New York at Buffalo [39]. Multiple sclerosis (MS) is a chronic, relapsing, inflammatory disease, and interferon-β (IFN-β) has offered the main treatment for MS over the last decade [62]. The MS dataset includes two groups: the MS_IFN group, containing 28 samples (14 MS, 14 IFN), and the MS_CON group, containing 30 samples (15 MS, 15 Control). Each sample is measured over 4132 genes. The third data set is based on a collection of leukemia patient samples reported in (Golub et al., 1999) [19]. The matrix includes 72 samples (47 ALL vs. 25 AML). Each sample is measured over 7129 genes. The ground-truth of the partition, which includes such information as how many samples belong to each cluster and the cluster label for each sample, is used only to evaluate the experimental results.

To evaluate the performance of the proposed algorithm, we compared its performance in classifying the samples with two popularly-used traditional clustering methods: K-means (K=2) and self-organizing maps (use 2 × 2 SOM). Table 1 provides result obtained by directly applying the clustering algorithms to high gene-dimension matrices without an interrelated two-way analysis. Both clustering algorithms were applied to the matrix after data normalization according to Equations (1) and (2). This table indicates that performance of SOM is slightly superior to that of k-means for the two MS datasets. The k-means algorithm performed better with the leukemia data set. However, neither of these two methods resulted in a very good matching rate.

The proposed interrelated two-way clustering approach was also applied to the same gene expression matrices. The results obtained were dependent on the following parameters:

- Basic clustering algorithm: K-means or SOM
- Choice of data normalization method: Equation 1 or Equation 2

Figures 6 provides clustering results of the multiple sclerosis and leukemia datasets with all possible combinations of the above parameters. The horizontal axis indicates the different datasets. The four different colors are used to represent the various combination of the basic clustering algorithms and data normalization methods. These results indicate that, while the Rand Index value varies from 0.6 to 0.9 for different parameter combinations and different datasets, the index is consistently higher than the results obtained by directly applying cluster methods. The figure also shows that the optional measurement or combination of parameters is highly dependent upon the application, the environment, and the distribution of the data.

In Figure 7, the interactive visualization tool is used to show the distribution of samples before and after the interrelated two-way clustering procedure. This result is based upon using 2 × 2 SOM as the basic
clustering method and Equation 1 as the data normalization function. As indicated by this figure, prior to the application of the iterative approach, the samples are uniformly scattered, with no obvious clusters. As the iterations proceed, sample clusters progressively emerge until in Figure 7(B), the samples are clearly separated into two groups. The green and red dots indicate the actual partition of the samples, while the two dashed circles show the clusters resulting from the interrelated two-way clustering approach, with arrows pointing out the incorrectly-classified samples. This visualization provides a clear illustration of the iterative process. Here, it selected 96 genes and classified 28 samples into two groups. 11 samples are in group one, matching the MS disease samples. Another 17 samples are in group two, of these, 14 are from the IFN treatment group and 3 are incorrectly matched.

Figures 6 and 7 therefore illustrate the effectiveness of the interrelated two-way clustering method for such high-dimensional gene data.

5 Conclusion

In this paper, we have presented a new framework for the unsupervised analysis of gene expression data. In this framework, an interrelated two-way clustering method is developed and applied on the gene expression matrices transformed from the raw microarray data. This approach can detect significant patterns within samples while dynamically selecting significant genes which manifest the conditions of actual empirical interest. We have shown that, during the iterative clustering, reducing genes can improve the accuracy of sample class discovery, which in turn will guide further genes reduction. We have demonstrated the effectiveness of this approach through experiments conducted with two multiple-sclerosis data sets and a leukemia data set. These experiments indicate that this appears to be a promising approach for unsupervised sample clustering on gene array data sets.
Figure 7: The interrelated two-way clustering approach as applied to the MS-IFN group. (A) shows the distribution of the original 28 samples. Each point represents a sample mapped from the intensity vectors of 4132 genes. (B) shows the distribution of the same 28 samples after the interrelated two-way clustering approach. The 4132 genes have been reduced to 96 genes, therefore each sample is a 96-dimension vector.
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