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Abstract

The Internet of Things (IoT) is rapidly growing and has been widely recognized as the
next revolution and promises to transform various realms of our daily lives. While the
security and privacy threats (e.g., the IoT devices abuse, information theft, and sensor
vulnerability) towards IoT devices are also increasing. These problems could lead to a
series of catastrophic results, mainly severely increasing the risk of huge financial and
health loss for both enterprises and individuals. However, due to the complexity of the
surrounding occlusion, unavoidable variance in signal scaling, and privacy-preserving
requirements, existing solutions yield unsatisfactory performance. First, most of the
current wireless sensing approaches are based on the Huygens-Fresnel principle, which
primarily focuses on the target exterior shape or object motion (e.g., appearance reflec-
tion information) and has limitations to assistant us to see-through the obstacles and
explore the intrinsic secrets of the devices based on weak useful signal (e.g., structural
components investigation and material characterization). Besides, the sensing data in
the present methods (e.g., computer vision and voice recognition) inevitably contain
sensitive information, which has a high risk of information leakage.

In this dissertation, we propose a novel wireless meta-sensing technology to secure
and identify the vulnerabilities of IoT devices and further empower a new paradigm of
IoT with wireless inkables. This dissertation is the first to explore the interconnection
between wireless sensing, material and component, and security and privacy analysis
for IoT. To begin with, we notice that hidden electronic devices (e.g., spy camera, bomb
package, and bug) can cause life-threatening hazards, eavesdropping, and cheating or
intrusion in private zones. Thus, we exploit the feasibility of hidden electronic device
recognition under mmWave and investigate the unique properties in the nonlinear re-
sponses of electronic devices. The proposed approach offers a cost-efficient, portable
and non-invasive manner to aid law enforcement in public inspections and ensure secu-
rity. Further, we revisit a classic topic in the computer security community that how to
mitigate risks of screen attacks, where many people believe it is ideal secure without de-
vice proximity, pre-installed malware, and occlusion to the outside. We reexamine this
indispensable device and first identify and validate a new and yet practical side-channel

xx



to remotely infer contents on digital display via the liquid crystal nematic state sensing
with a novel end-to-end deep learning-based hierarchal system in isolation scenarios.
This discovery suggests that the privacy-sensitive systems should pay considerable at-
tention to this new side-channel and increase screen security. Finally, benefited from
the wireless meta-sensing technology, we propose to explore a new paradigm of IoT
with wireless inkables. Traditionally, IoT devices or sensors are based on microelec-
tronic and semiconductor components, which are not cost-effective (e.g., a few dollars)
and, more importantly, generate electronic wastes. Therefore, we explore and unveil a
novel material mediated wireless meta-sensing technology via wireless inkables for the
new tagging infrastructure and wireless temperature monitoring, which are extremely
low-cost (e.g., under 1 cent per sensor), flexible (e.g., soft sensor material), remotely
(e.g., distance up to several meters away) and ecological (e.g., environmentally friendly
materials).

xxi



Chapter 1
Introduction

1.1 Overview

The Internet of Things (IoT) is rapidly growing and has been widely recognized as the

next revolution and promises to transform various realms of our daily lives. The global

market for Internet of things (IoT) end-user solutions is expected to grow to 212 billion

U.S. dollars in size by the end of 2019 and is expected to reach 1.6 trillion by 2025 [40].

Besides, the IoT devices, as the fundamental base of IoT, are projected to amount to

21.5 billion units worldwide by 2025 [41].

However, the security and privacy threats towards IoT devices are also increas-

ing. There are three significantly emerging types of threats in daily life. One of the

threats is IoT device abuse, such as hidden electronic devices (hereafter, e-devices). E-

devices bring both security and privacy threats to our daily life. For instance, explosion

tragedies continuously occur due to the ineffective detection of remote-controlled dis-

guised bombs [11, 13, 17, 24], which can be triggered by electronic initiators. Apart

from these life-threatening hazards, e-devices (e.g., smartphones and spy camera) can

also be used for eavesdropping, cheating in private zones [23] or accessing other ar-



2

eas that restrict electronics [14, 25, 26]. The fact that these e-devices (hereafter, hidden

e-devices) can be sealed in parcels or boxes, hidden insides in clothing, and disguised

in appearance increases the risk that they can easily pass undetected through security

checkpoints.

Besides, information theft is a substantial concern, such as information theft from

the device screen, also known as screen attack. The digital screen is a pivotal output de-

vice, which delivers intended information to users in modern devices (e.g., smartphones,

laptops, and access control). Due to the development of computer and networking cyber-

security services in core electronic devices, vulnerable computer accessories in physical

worlds become a more effective and critical attack surface in practice, where digital

screens are the most sought venue that adversaries can favorably leverage to steal infor-

mation [70, 85, 96, 109]. Screen attacks can directly gain access to their organizational

or personal resources and then pilfer the secrets (e.g., SSN, tax return, financial trans-

actions, confidential data, and private communication), money (e.g., depository safe),

and intellectual property (e.g., scientific research reports and blueprint). These leak-

ages could lead to a series of catastrophic results, mainly severely increasing the risk of

substantial financial and reputation loss for both enterprises and individuals [33, 34].

Last but not least, the device or sensor vulnerability also receives a lot of attention.

Traditional IoT devices or sensors are made of microelectronic and semiconductor com-

ponents with electrochemistry material. This kind of solution is highly dependent on the

power grid and the chip supply chain. Additionally, due to the electricity working mech-

anism and imperfect manufacture, these IoT devices or sensors are inevitably suffered

during analog-to-digital conversion [254], physical unclonable function (PUF) [140], or

electromagnetic side-channel [109]. The attackers can confuse the perception ability of

IoT sensors to mislead the IoT actuator (e.g., accelerate the autonomous vehicles before

the obstacle), unveil the privacy of IoT users (e.g., monitoring the users’ daily living tra-

jectory), and steal sensitive information of IoT users. Moreover, these IoT devices are
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usually not cost-effective (e.g., a few dollars) and, more importantly, generate electronic

wastes.

These security and privacy problems could lead to a series of catastrophic results,

mainly severely increasing the risk of enormous financial and intellectual loss for both

enterprises and individuals. However, due to the complexity of the surrounding oc-

clusion, unavoidable variance in signal scaling, and privacy-preserving requirements,

existing solutions yield unsatisfactory performance. First, most of the current wireless

sensing approaches are based on the Huygens-Fresnel principle [43], which primarily

focuses on the target exterior shape or object motion (e.g., appearance reflection infor-

mation) and has limitations to assistant us to see-through the common obstacles and

explore the intrinsic secrets of the devices based on weak useful signal (e.g., structural

components investigation and material characterization). Besides, the sensing data in

the present methods (e.g., computer vision and voice recognition) inevitably contain

sensitive information, which has a high risk of information leakage.

In this dissertation, to tackle these challenges in IoT devices, we propose a novel

wireless meta-sensing technology, which can see through the obstacles and explore the

inner characteristics of the targets in a cost-efficient, portable and privacy-preserving

way. The foundation of this technology rests on the passive modulation response effect

from the target when probed by the millimeter wave (mmWave). The intrinsic differ-

ence in target’ hardware characteristics (e.g., a circuits’ components and liquid crystal

nematic pattern) generates a distinct nonlinear response, which can serve as the identity

of a particular target and infer the related but unnoticeable credentials. Moreover, wire-

less meta-sensing not only can identify the vulnerabilities of IoT devices by analyzing

the material or components in the current commercial devices, but also can promote the

development of the new paradigm of IoT with new novel wireless-chem material. Here,

we provide an overview of each work.

Hidden E-devices Recognition: We notice that hidden electronic devices (e.g., spy

camera, bomb package, and bug) can cause life-threatening hazards, eavesdropping,
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and cheating or intrusion in private zones. Thus, we exploit the feasibility of hidden

electronic device recognition under mmWave and investigate the unique properties in the

nonlinear responses of electronic devices [141]. The proposed approach offers a cost-

efficient, portable, and non-invasive manner to aid law enforcement in public inspections

and ensure security.

Screen Attack via mmWave Sensing: We revisit a classic topic in the computer

security community that how to mitigate risks of screen attacks, where many people be-

lieve it is ideal secure without device proximity, pre-installed malware, and occlusion to

the outside. We reexamine this indispensable device, and first identify and validate a new

and yet practical side-channel to remotely infer contents on digital display via the liq-

uid crystal nematic state sensing with a novel end-to-end deep learning-based hierarchal

system in isolation scenarios [139]. This discovery suggests that the privacy-sensitive

systems should pay considerable attention to this new side-channel and increase screen

security.

A Paper-based mmWave-Scannable Tagging Infrastructure: Inventory manage-

ment (e.g., product counting/identification) is pivotal in IoT, aiming to supervise the

non-capitalized products and stock items. Currently, the most adopted inventory tech-

nologies are either entangled by an alignment issue (i.e., the laser reader must align with

one laser-scannable barcode in line-of-sight), or is economically and environmentally

unfriendly (i.e., the high-cost and not naturally disposable RFID). Benefited from the

wireless meta-sensing, we propose a new paradigm of the tagging infrastructure [138].

It is a paper-based mmWave-scannable tagging infrastructure for the next-generation

inventory management system, featuring ultra-low cost, environment-friendly, battery-

free, and in-situ (i.e., multiple tags can be simultaneously processed outside the line-

of-sight). It is on the basis of ferrofluidic ink on the paper print and its interference to

the incoming mmWave signal, which has the potential to transform the sensing to new

physical dimensions and serve as the object identity of the next-generation Internet.
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Wireless Temperature Monitoring: Wireless temperature monitoring systems are

one of the most widespread technologies in the IoT era and can drive mass applications

in the fields of smart home, transportation, and logistics. The wireless temperature sen-

sor is often made into tags with thermal-electric temperature sensors. Unfortunately,

such technology associates with high cost, harms the environment, and lacks thermal

imaging capability. Driven by the wireless meta-sensing, we propose a new paradigm

of wireless temperature monitoring that is low-cost (e.g., under 1 cent per sensor), flex-

ible (e.g., soft sensor material), remotely (e.g., distance up to several meters away), and

ecological (e.g., environmentally friendly materials) [67]. It utilizes the thermal scatter-

ing effect on cholesteryl materials incited by mmWave signals, supporting both dot-wise

temperature recognition and thermal imaging. Also, it complements the current wireless

temperature sensing technology for IoT.

1.2 Contribution and Outline of Dissertation

In this dissertation, we propose a novel wireless meta-sensing technology to secure and

identify the vulnerabilities of IoT devices, and further empower a new paradigm of IoT

with wireless inkables. This dissertation is the first to explore the interconnection be-

tween wireless sensing, material and component, and security and privacy analysis for

IoT. From the IoT security view, this dissertation uncovers the security and privacy anal-

ysis with wireless meta-sensing on the material or components in the current commercial

devices. From the IoT paradigm view, this dissertation also facilities a new paradigm

shift from passive wireless sensing and analysis on existing material or components to

active new wireless-chem material design impelled by the next IoT.

Our contributions can be summarized in the following four chapters:

• In Chapter 3, we propose a novel form of recognizing hidden e-devices by ex-

ploring the nonlinear response effect of mmWave of e-devices. We find that the

circuit inside the e-device acts as a passive signal modulator that reflects radio
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frequency (RF) signals with intrinsic identity information. An end-to-end system,

namely E-Eye, is developed to facilitate the low-cost, non-invasive, and robust

hidden electronics recognition.

• In Chapter 4, to further explore the vulnerability in IoT devices, we discover a

new side-channel to access the screen information from digital screens by exploit-

ing the liquid crystal nematic response effect under the remote mmWave sens-

ing. Then, to remotely monitor screen activities and retrieve screen, we also de-

sign and implement an end-to-end hierarchical system, namely WaveSpy, using a

mmWave probe and a novel signal processing scheme. WaveSpy can launch a

remote screen attack without using traditional emanation, such as EM and light.

Finally, we discuss the effectiveness and study a set of passive and active counter-

measures to prevent information leakage against this unprecedented information

threat.

• In Chapter 5, to build a new paradigm of the tagging infrastructure, we first inves-

tigate the Ferrofluidic-RF (FerroRF) effects and discover the magnetic nanoparti-

cles within the ferrofluidic ink modulates probing mmWave with classifiable char-

acteristics. Besides, a new FerroRF infrastructure is modeled and advanced with

an innovative nested tag pattern. Finally, we design and implement the FerroTag

system with one working prototype machine.

• In Chapter 6, we propose to design a new paradigm of wireless temperature mon-

itoring by investigating the thermal scattering effect that can cause a temperature-

related frequency shift modulation in scattered RF signals. Subsequently, we

study the mathematical model that captures and characterizes this change with

low-cost and ecological cholesteryl materials. Then, we design and implement

the Thermowave system, based on cholesteryl material’s thermal scattering effect,

to achieve dot-wise temperature monitoring and thermal image.
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Chapter 2 is an overview of preliminaries. Chapter 3 presents an end-to-end sys-

tem for hidden electronic devices recognition. Chapter 4 illustrates a new type of side-

channel attacks towards the screen and proposes countermeasures to mitigate such at-

tack. Chapter 5 introduces a new paradigm of IoT for the tagging infrastructure, and

Chapter 6 shows one for the wireless temperature monitoring. Finally, Chapter 7 con-

cludes this dissertation and discusses the future potential works.



Chapter 2
Preliminaries

2.1 Wireless Meta-sensing for IoT

Wireless sensing is becoming more and more important in the IoT era, however, most

of the current wireless sensing approaches are based on the Huygens-Fresnel princi-

ple, which primarily focuses on the reflection signal from the target exterior shape or

object motion (e.g., appearance reflection information). This type of signal has little

information about the inner traits of the target, and limits us from exploring the intrinsic

secrets of the hidden/blocked devices based on the weak useful signal. Therefore, to

better understand the IoT device and the interaction between the IoT device and the am-

bient environment, we aim to break this sensing barrier and extend the wireless sensing

technology into the intrinsic physical domain to seek IoT security and privacy analysis.

In this dissertation, we introduce a new wireless sensing technology, which espe-

cially aims to acquire internal information within the target even behind the occlusions

in a non-contact way via a wireless signal. Wireless meta-sensing locates at the interac-

tion of wireless sensing, material and component, and security and privacy analysis for

IoT. Besides, the reflection signal, wireless meta-sensing utilizes comprehensive types

of signal, especially the passive modulation response. The foundation of this framework

rests on the passive modulation response effect from the target when probed by the
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millimeter wave (mmWave). The intrinsic difference in target hardware characteristics

(e.g., a circuits’ components and liquid crystal nematic pattern) generates a distinct non-

linear response, which can serve as the identity of a specific target and infer the related

but unnoticeable credentials. Overall, wireless meta-sensing can identify the vulnerabil-

ities of IoT devices by analyzing the material or components in the current commercial

devices and promoting the development of the new paradigm of IoT with new novel

wireless-chem material.

For the classic wireless sensing model, viewing from the fundamental analysis

macroscopic Maxwell’s equations, the constitutive relations in the frequency domain

are [57]:

D(ω) = ε0ε∞E(ω), (2.1)

B(ω) = µ0µ∞H(ω), (2.2)

where ω is the angular frequency variable, E is the macroscopic electric field, and H

is the macroscopic magnetic field in space and time with mmWave sources. D is the

electric flux density, and B the magnetic flux density. ε0 and µ0 are the electrical per-

mittivity and permeability of vacuum, respectively. ε∞ and µ∞ are the dimensionless

dyadics corresponding to the reflection signal of an object to an input field. However,

since most of targets in the IoT domain are made of the anisotropic material, the target

exhibits responses to mmWave excitations [73, 228]. The wireless meta-sensing rela-

tions are expressed as in Equation 2.3 and 2.4 [107].

D(ω) = ε0(ε∞ +

∫ ∞
0

zee(t)e
jωtdt︸ ︷︷ ︸

Parasitic Response

) · E(ω), (2.3)

B(ω) = µ0(µ∞ +

∫ ∞
0

zmm(t)ejωtdt︸ ︷︷ ︸
Parasitic Response

) ·H(ω), (2.4)

where j is the imaginary unit, zee and zmm are dimensionless dyadics called susceptibil-

ity functions that constitute the convolution kernels specifying the target’s response to

an input field, which are related to the target’s physical properties.
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Then, we further explore the mechanism of wireless meta-sensing. When a contin-

uous wave with transmitting frequency f0 from the sensing probe is projected towards

the target, the RF response is modulated with a set of sub-carrier frequencies due to the

properties of the target (e.g., liquid crystal pattern, material reflection efficiency). Sim-

ilarly, given that the target enters the RF beam field, the internal properties within the

target are perceived as an array of antennas in the resolution of the mmWave [68, 83].

These antennas act as a passive processor and manipulate the transmit mmWave signals

to generate a distortion formulated as:

z(t) = φ(ϕ(t), ω(t))⊗ hf (t), (2.5)

where ϕ(t) represents a collection of mmWave subcarriers for the response signals,

φ(·, ω(t)) is the modulation function of the internal properties within the target, ω(t)

is the complex power-series for the internal properties (e.g., the equivalent dielectric

constant, and molecular arrangement),⊗ stands for convolution computing, and hf (t) is

the ideal bandpass filter function for the carrier bandwidth. After the modulated signal

radiates from the target, it is captured by the probe receive (Rx) antenna. Therefore,

the response signal from the target incorporates profound information of the internal

properties and can assist us for security and privacy analysis.

Next, to obtain the RF response with exceptional quality and promote the attack per-

formance, it is critical to utilize a proper sensing frequency. Under the most common

circumstances, the length of an equivalent half-wave resonant dipoles is l, and the effec-

tive dielectric constant of the target is ε. According to [119], the sensing frequency f0

can be reckoned as:

f0 =
c

2l
√
ε
, (2.6)

where c is the propagation speed of a radar wave in air [63]. Therefore, we can select

the sensing carrier frequency for the specific application. In this dissertation, we find

24GHz is most suitable to tackle these challenges, which can be approximately recog-

nized as mmWave (the wavelength λ = C
f

= 3∗108

24∗109
= 0.0125m = 12mm), in our

study. In addition, we know mmWave can pass through most obstacles or coverings
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(e.g., smoke, plastic, timber, and cardboard) in our daily life. Therefore, wireless meta-

sensing can see-through the common obstacles and remotely explore the inner charac-

teristics of the targets in an accurate and privacy-preserving way. This technology can

enable IoT security and privacy analysis from the device material or components aspect,

and furthermore, empower plentiful IoT applications (e.g., tagging infrastructure and

wireless temperature monitoring) with a novel paradigm.

2.2 New Paradigm of IoT

Traditional IoT devices or sensors are made of microelectronic and semiconductor com-

ponents with electrochemistry material, in which the electron is the transducer ele-

ment [55, 103]. Inkjet-printed technology is a type of computer printing. It can achieve

digital design by propelling droplets of ink onto paper substrates. In recent years, novel

functional inks (e.g., nanoparticles-based [230]) with consumer inkjet printers enable a

more disruptive potential for fabricating low-cost inkable electronics, also known as ink-

ables. And the market for inkable sensors is predicted to reach $4.5 billion by 2030 [44].

In the past decade, the research on inkable sensors and circuits mainly focus on ink ma-

terial and sensor prototype engineering. Many new kinds of sensory ink have been

invented to provide prints with desired electronic properties, such as conductivity, in-

sulation, hydrophobicity, and hydrophilicity [135, 153]. Besides, these inkables can be

integrated into diverse sensing applications, such as humid monitoring [229], chemical

analysis [46], and health [76]. However, limited to the nature of inkable systems, one of

the significant challenges is how to let inkables interact with other electronic systems for

functional integration. Currently, one of the widely adopted solutions is optical inter-

faces, such as cameras and smartphones [199], owing to the most inkables properties of

color changing. Yet, this solution only works in the light of sight and is easily affected

by the ambient environment.
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In this dissertation, we introduce a new paradigm aiming to integrate functional ink-

able sensors with pervasive wireless signals for IoT. Rather than using direct/indirect

electron transduction to transfer the signal, this paradigm will leverage the properties of

wireless-chem material to modulate and interact with wireless signals. Compared to the

electrochemistry material, the chem-wireless material is a type of material, which uses

the changes or status of the material component structure and molecular arrangement

to transfer the signal via wireless meta-sensing. This new paradigm of IoT is featured

as: (1) Ultra-low cost: the ink and substrate are very accessible. The price for each

sensor can be less than one cent, much lower than current chip-based sensors (0.18 -

30 US dollars); (2) Environment-friendly: the sensor doesn’t use the conductive ink or

the sophisticated toxic specific-designed chemical ink. It is ecological (e.g., organic,

disposable, and recyclable material); (3) Battery-free: the tag/sensor is entirely passive,

requiring no power supply; (4) In-situ: can work in a non-contact (distance up to hun-

dreds of meter away), easy to be deployed and maintained, multiple tags are accurately

read by a scanner outside the line-of-sight; (5) Flexible: This substrate of this sensor

can be paper or thin film. And the sensor can be directly printed on the target object

surface or manually suppressed to various shapes (e.g., bend, camber, curve, fold, wrap)

without permanent deformation, opposite to other sensors on circuit boards have to be

set in the rigid containers.



Chapter 3
E-Eye: Hidden Electronics

Recognition through mmWave

Nonlinear Effects

3.1 Introduction

Entry security check is the current method for defending against malicious, hidden e-

devices requiring an X-ray machine [213] at safety-critical sites (e.g., airports and em-

bassy offices). Unfortunately, their expensive cost and poor portability make it an infea-

sible solution against the proliferation and the deployment of portable e-devices [178].

Moreover, the radiation emitted from X-rays is harmful to workers and persons passing

through the checkpoints. Other scanning methods based on metal scanners can only

detect the existence of the e-device rather than recognize the specific type directly (see

Sec. 9.1). Conventional computer vision methods cannot be applied because the camera

can not see through containers or bodies. Thermal imaging also fails because it only can

detect the temperature of the hidden e-device [151], which can be easily interfered with

by other heat sources. As a result, how to recognize hidden e-devices in a cost-efficient,
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user-friendly and non-invasive manner remains an unsolved challenge for public secu-

rity and privacy.

Figure 3.1: Examples of hidden electronics in different malicious applications. The pro-
posed E-Eye system can detect and recognize hidden electronic devices under different
circumstances in real world.

Recently, there is a rising trend of applying radio-frequency signals, such as millime-

ter wave (mmWave [20]), in sensing and tracking applications, because mmWave can

penetrate obstacles and “image” hidden objects due to its highly-directional beamform-

ing and strong reflection properties on objects [238]. For example, Adib et al. studied

the possibility of sensing human occurrence and vitals through WiFi signals [47]. Zhu

et al. developed a 60GHz mmWave imager for object detection and classification [259].

Wei et al. designed mTrack, a mmWave instrument for precision object tracking [238].

However, existing works mainly target either human or non-electronic object detection

and tracking. The capability of accurately recognizing hidden electronic devices through

mmWave sensing is unknown.

In this chapter, we propose our system, E-Eye, to facilitate hidden e-device recog-

nition in public security inspections. Its features are (1) cost-efficient: the cost of the

solution is affordable in daily life for large scale deployment; (2) portable: it is easy to

use in the inspection of different containers (e.g., delivery boxes, check-in luggages or
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even human body) and various environments (e.g., postal offices, airports or factories);

(3) non-invasive: it can avoid the obtrusive (even illegal) opening of the container in

real practice which sacrifices efficiency and may cause privacy issues.

The foundation of E-Eye rests on the nonlinear response effect from electronic cir-

cuits when probed by the mmWave. The intrinsic difference in circuits’ hardware char-

acteristics (e.g., a circuits’ components and circuit layout) generates a distinct nonlinear

response, which can serve as the identity of a certain e-device brand. This way, we

enable a novel sensing modality for non-invasive and cost-effective hidden e-devices

recognition based on the mmWave field. Specifically, we design and prototype a portable

(11.8cm × 4.5cm × 1.8cm) and light-weight (45.4g) 24GHz mmWave probe device

which is enabled to probe the mmWave and capture the returned nonlinear responses.

We address the challenges in noise isolation and coherence to achieve high-quality sig-

nal with low complexity and cost (less than US $100). Afterward, the signal is trans-

ferred to the smartphone, and we propose the wavelet-based analysis module taking into

consideration the unavoidable variance in the signal’s scaling and magnitude in practical

usage. Eventually, we develop a fine-tuned support vector machine (SVM) classifier for

robust recognition under various conditions. In the experiment, we employ 46 e-devices,

and the comprehensive results show that E-Eye can accurately recognize each e-device

brand under different scenarios.

3.2 mmWave Nonlinear Effect: New concept and Pre-

liminaries

3.2.1 Concept: Radio-Frequency Response of E-devices

There are usually two following forms of radio frequency (RF) response when probing

a continuous wave (CW) with the transmit frequency f0 towards a target.
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Linear Effects: The main carrier frequency of the received signal is the same as that of

the transmitted signal. The phase change in the linearly demodulated signals is related

to the geometrical information, such as object distance, shape and size [163]. However,

these linear effects do not reflect the material properties and we need to seek other

information in the application of e-device detection and recognition.

Nonlinear Effects: Besides the main carrier frequency, the received signal wave is also

modulated with a set of the sub-carrier frequencies with more side lobes in the spectrum.

These sub-carrier frequencies are generated due to the nonlinear properties of the target

(e.g., material reflection efficiency) [187, 188]. In the remaining part of this section, we

provide an in-depth analysis of non-linear effects in recognizing electronics.

Nonlinear Effects from E-device: As shown in Figure 3.2, when the e-device enters

the RF beam field, chips, connectors and metal traces of printed circuit board (PCB)

on an e-device are viewed as an array of antennas in the resolution of mmWave, and

these antenna with inductance (L), capacitance (C) and resistance (R) act as a passive

processor and manipulates the transmit mmwave signals. More specifically, antennas

can conduct and transform the mmWave signal to a high-frequency current along the

conductors between the electronic components within the device [38]. The components

(e.g., a diode) or parasitic parameters (e.g., a parasitic circuit) on the PCB modulate

the response signal and generate the nonlinear distortion [116], formulated as Equation

(4.1):

r(t) = m(z(t), â(t))⊗ hf (t), (3.1)

where z(t) is the response signal, m(·, â(t)) is the nonlinear modulation function of the

PCB, â(t) is the complex power-series for the nonlinear system, ⊗ stands for convo-

lution computing and hf (t) is the ideal bandpass filter function for the carrier band-

width [95, 97]. After the modulated signal radiate from the e-device, they would be

captured by the probe receive (Rx) antenna. Thus, this nonlinear response of the e-
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device contains rich information of its physical characteristic and holds the potential to

serve as the device’s identity.

Figure 3.2: The e-device generates a nonlinear response signature under the RF beam.
The response is determined by its intrinsic physical characteristics.

3.2.2 A Preliminary Study: mmWave Nonlinear Effects from Elec-

tronic Circuits

Carrier Frequency Selection: Selecting a transmit frequency (and consequently a

receive frequency) requires all of the typical trade-offs associated with longer versus

shorter wavelengths for radar, which include availability of components (e.g., amplifiers

and filters), realization of an acceptable gain for the antennas to achieve a sufficient

signal-to-noise ratio (SNR) and exploitation of the radar cross-section (RCS) associated

with a particular set of targets [98, 182].

If it is assumed, as a very rough approximation [162], that the length of a typical trace

along a PCB is l = 3mm on the High-frequency high-speed circuits (illustrated in Figure

3.3), and the effective dielectric constant of the board is close to ε = 4, the traces along

the board become half-wave resonant dipoles (l = λ
2
) at a frequency of f0 = c√

ελ
=

3·108m/s√
4·2·0.003m

≈24GHz, where c is the propagation speed of a radar wave in air. Thus, it

is reasonable to expect that, for nonlinear effect, the radar will transmit frequencies in

or near Super high frequency band, range from 3GHz to 30GHz [18, 197]. Considering

the technology for 24GHz radar is significantly mature and 24GHz is unrestricted in
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the industrial scientific medical (ISM) band [12], we apply the 24GHz as the transmit

frequency, which is loosely known as mmWave.

Owing to different product design goals and the circuit IP protection, the circuits in

different e-device brands are different. Thus, the amplitude, frequency and phase of the

nonlinear responses are different among different e-devices. Therefore, it is possible to

design a mmWave probe to force e-devices to radiate the nonlinear response signature

that reflects their unique properties and can be used for recognition.

(a) Wearable: Fitbit Charge2 (b) Wearable: Motor 360 watch

(c) Smartphone: Nexus5 (d) Smartphone: iPhoneX

(e) Tablet: iPad pro (f) Accessory: Power bank

Figure 3.3: Six different e-devices present different nonlinear responses (the spectrums
in the white box are distinct in frequency and amplitude) when forced by the same
mmWave probe. The main circuit board of each e-device is displayed on the left.



19

Proof-of-concept: Six different e-device types from four different representative device

categories are stimulated with the mmWave probe fixed 20cm in distance from the de-

vices. The main circuit board of each e-device is attached on the left. These circuits

are different from aspects of the size, the components and layout. As shown in Figure

3.3, the x-axis is the sensing range, the y-axis is the frequency of the received signal and

the color bar represents the amplitude of the signal. The varied sub-carrier frequencies

can be clearly observed that their nonlinear responses are significantly distinct at the

frequency, amplitude and phase, which matches Section 3.2.1. Given the huge amount

of electric units integrated on the control board, parasitic variations have sufficient space

to be served as powerful resources for device recognition.

A Study on Package Effects: In real-world applications, electronics can be placed in-

side the container or covered by different materials. As a result, we need to investigate

whether the hidden materials will generate nonlinear responses or have a nonlinear ef-

fect [208]. It is proved in Figure 3.4a that within the area of the nonlinear response,

there is little demodulated signal amplitude for cardboard (less than 0.016V , ambient

noise and thermal noise actually), while for Nexus 5, the demodulated nonlinear re-

sponse signal is quite visible (more than 0.212V , 13.5× larger than cardboard’s) (more

detailed analysis about the nonlinear response in Section 3.5). In Figure 3.4b, we can

observe their signal spectrum are significantly different, which proves the feasibility of

unobtrusive hidden e-device recognition.

3.2.3 Practical Challenges

There are two technical challenges in our system design:

Low-cost and portable sensing modality: There are significant challenges in fulfilling

such mmWave probe, especially in RF front-end, antenna, signal processing and man-

ufacture craft parts. Moreover, to make the mmWave probe low-cost and compact with

the portable size and excellent flexibility is arduous.
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(a) The detected nonlinear response from the
cardboard and Nexus 5.

(b) The significant difference of two responses in
spectrum.

Figure 3.4: The cardboard’s nonlinear responses are negligible when compared to
Nexus 5’s, indicating the feasibility of hidden e-device recognition.

Effective and robust recognition: Taking into account the ambient noise, unavoidable

variance in signal’s scaling as well as diverse intervention sources, it is not easy to

accurately and efficiently discriminate the nonlinear responses from different e-devices

in a limited time.

3.3 E-Eye: Hidden e-device Recognition System

We propose E-Eye, a portable, non-invasive and robust system to facilitate recognition

of the hidden e-devices. Typically, we consider the real world practice where the in-

spector conducts the on-site inspection of the object for forbidden e-devices that may be

contained in it. The end-to-end system overview is shown in Figure 3.5.

E-Eye Hardware: A new mmWave probe with the smartphone is designed to remotely

and robustly acquire the e-device’s nonlinear response for recognition. Specifically, the

probe transmits the continuous wave and process/demodulate the reflected signal. After

that, the kilobyte (KB) size data is sent to smartphone for recognition via the line-in

audio card converter [16].
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Figure 3.5: The system overview for E-Eye to non-invasively recognize the e-device
hidden in the container. It comprises of a mmWave sensing module in the front-end and
an e-device recognition module in the back-end.

E-Eye Software: Once receiving the data, the e-device recognition module first per-

forms the preprocessing and demodulation to filter the interference and noise. Then, it

extracts the effective features from the nonlinear responses via wavelet-based analysis.

After that, a fine-tuned classification algorithm is developed to recognize the e-device

type. The result will eventually be displayed on the smartphone to the inspector.

3.4 A Portable and Cost-Effective mmWave Probe De-

sign

In this section, we introduce the hardware design of E-Eye, which is capable of trans-

mitting the 24GHz carrier signal and capturing the returned nonlinear responses.

3.4.1 Hardware Architecture

The schematic of the proposed mmWave probe is shown in Figure 3.6. It consists of

a radio frequency board and a baseband board. The RF board includes a pair of array

antennas (i.e., Tx and Rx), a voltage controlled oscillator (VCO), a pair of low noise

amplifiers (LNA) and a six-port structure. The baseband board contains baseband am-

plifiers (BA) and an on-board sawtooth voltage generator (SVG).
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Figure 3.6: The hardware schematic for the cost-effective and portable 24GHz mmWave
probe.

3.4.1.1 Six-port Structure

A six-port circuit is a simple structure, as a quadrature mixer, to down-convert RF signal

into baseband, avoiding the use of expensive integrated mixer chips [218]. The six-port

structure consists of three quadrature couplers and one rat-race coupler. Ports 1 and 2 of

the six-port structure are the inputs for the local oscillator (LO) drive and the RF signal

respectively. Four Schottky diodes are connected at ports 3, 4, 5 and 6. Ports 3 are 4 are

for the I-channel differential baseband signal, and ports 5 and 6 are for the Q-channel

differential baseband signal.

3.4.1.2 Coherence

Coherence is one of the most important requirements for the mmWave probe to obtain

the effective information of the e-device [162,234]. Opposite to sharing the synchronous

clocks at the signal generation and acquisition stages, which increases the complexity

and cost of the system [183], in E-Eye, the coherence property of the mmWave probe is

obtained by simultaneously sampling the reference signal and the baseband signal (see

Section 3.5.1.2). In order to control the VCO, the reference signal is phase locked to
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the sawtooth voltage signal. In the synchronization procedure, the phase of each beat-

signal period is aligned in the digital domain after sampling the reference signal and

the baseband signal. Thus, in this method, the synchronous clocks are not demanded to

share between the generation and acquisition stages, which simplifies the hardware.

3.4.2 System Integration Design

3.4.2.1 System Parameters Consideration

Parameters in the mm-Wave probe design are significant and should be carefully se-

lected. There are three key factors that determine the performance of the mmWave

probe, detection range, range resolution and the maximum non-ambiguous wireless sig-

nal velocity as follows: Rd = cfsT
4B

, ∆R = c
2B

and υmax = c
4fcT

, where c is the speed

of the light, fs is the sampling frequency on the baseband board and fc is the center

frequency, which is 24GHz. A larger detection range Rd requires a longer frequency

ramp repetition period T and smaller transmitted bandwidth B. However, the higher

range resolution ∆R requires the wider bandwidth B. At the same time, the faster non-

ambiguous wireless signal velocity υmax requires the shorter T . Thus there exists a

trade-off between the bandwidth and the frequency ramp repetition period in the E-Eye

system design.

3.4.2.2 System Integration

The Federal Communications Commission (FCC) in the United States proposed that

new flexible service among the 24GHz band is roughly in the 24-24.45GHz band [74].

Also, the wider bandwidth of the probe means more cost for the probe hardware. Thus,

in E-Eye, the bandwidth of the transmitted signal (B) is 450MHz with a center fre-

quency (fc) of 24GHz, and the transmitted average power is around 8dBm. The fre-

quency ramp repetition period (T ) is 6.45ms. The sampling frequency on the baseband

board (fs) is 192KHz. In addition, an operational-amplifier-based SVG is employed
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to generate the sawtooth voltage to tune the free running VCO. The frequency of the

sawtooth signal and the reference signal is 155Hz.

3.5 E-device recognition

Figure 3.7: The flowchart of e-device recognition module, including three parts signal
preprocessing and demodulation, wavelet-based nonlinear response analysis & feature
extraction and fine-tuning recognition.

E-Eye listens to the nonlinear response reflected from the e-device and extracts

unique identity from it. We first propose preprocessing and demodulation to extract the

effective nonlinear response y(t). Then, considering that y(t) is irregular and asymmet-

ric, we employ the wavelet decomposition to obtain the statistical features representing

the device inner characteristics. In the end, a fine-tuning classifier is designed.

3.5.1 Nonlinear Response Preprocessing and Demodulation

3.5.1.1 Signal Preprocessing

As depicted in Figure 3.7, the data sensed by the mmWave probe is forwarded through

the audio channel as two-channel signals. After parsing the audio signal, we get the

baseband signal and the reference signal respectively. The reference signal is usually

mixed with high frequencies from ambient noise and thermal noise. Thereby, we em-

ploy a filter to remove these components. However, filtering the reference signal of

synchronous clock shape is difficult, which requires smoothing the shape and preserv-

ing the sharp edge at the same time. Specifically, we apply a Savizky-Golay and median

combined filter [71]. Savitzky-Golay filter mainly fits successive sub-sets of adjacent
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data points with a low-degree polynomial by the method of linear least squares. Al-

though it is more effective at preserving the sharp edge for the pertinent high frequency

components in the signal, it is less effective in noise filtering. Thus, the median filter

is combined as it runs through the signal entry by entry, replacing each entry with the

median of neighboring entries to remove the high frequency noise.

3.5.1.2 Signal Demodulation

As shown in Figure 3.8a, we observe the reference signal has an edge effect on the

baseband signal, making some parts distorted. Therefore, we utilize the reference signal

to extract the effective parts in the baseband signal. First, we define that a cycle is

the interval wave between the falling and rising edges of two adjacent pulses in the

reference signal (see Figure 3.8b). Specifically, we use the falling and rising edges

detection method to locate each cycle [193]. With the cycle information, we demodulate

and extract the effective parts in the baseband signal based on the synchronized time. As

a result, we obtain the effective nonlinear response signal consisting of N consecutive

cycles in Figure 3.8c. Intuitively, the signal with more cycles will contain more unique

physical characteristics of the e-device and thereby achieve better recognition accuracy.

However, it also increases the computation overhead. To balance this trade-off, we

empirically chooseN = 5 and the corresponding original baseband signal has the length

within 0.013s (we will investigate the performance of E-Eye with different N setups in

Section 3.7.1.2).

3.5.2 Wavelet-based Nonlinear Response Analysis and Feature Ex-

traction

Given the nonlinear response signal, we find it is hard to classify them directly using the

similarity distance because nonlinear responses have a large variation in magnitudes as
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(a) The baseband signal parsed from the audio
signal.

(b) The preprocessed reference signal.

(c) The nonlinear response signal after the sig-
nal demodulation.

(d) The spectrum for the nonlinear response
signal.

Figure 3.8: A Nexus 5 smartphone is sensed within a USPS box at 20cm distance using
the portable 24GHz mmWave probe. We preprocess and demodulate the raw sensing
signal to extract the nonlinear response.

well as frequencies, which leads to irregularity and asymmetry. Therefore, we present

the wavelet-based analysis which is resilient to the scale and magnitude variation.

3.5.2.1 Wavelet-based Nonlinear Response Analysis

Wavelet transform (WT) is an effective multi-resolution analysis tool for signal decom-

position [105, 157]. The WT approach can overcome the shortcoming of Fourier analy-

sis, which only works in the frequency domain, not in the time domain [121]. The signal

can be decomposed into many groups of coefficients in different scales with WT through

different scaled versions. After removing the DC component, y(t) becomes a signal with

zero-mean and some variance and satisfies the following condition:
∫∞
−∞ f(t)dt = 0,

which indicates y(t) is a waveform. WT uses ψa,b and φa,b, where φa,b = 1√
a
φ( t−b

a
)

and ψa,b = 1√
a
ψ( t−b

a
), as the mother wavelet function that satisfies the condition of
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dynamic scaling and shifting, where a and b are the scale and translation parameters

accordingly [209]. In order to get high and low-frequency signal properties separately,

the wavelet-based analysis is achieved as Equation (4.3):

y(t)︸︷︷︸
Nonlinear response

=
1

Cφ

∫ ∞
−∞

FW (a0, b)φa0,b
db
√
a0︸ ︷︷ ︸

The approximation part

+
1

Cψ

∫ ∞
a1

∫ ∞
−∞

FW (a, b)ψa,b
da

a2

db√
a
,︸ ︷︷ ︸

The detail part

(3.2)

where FW (a0, b) and FW (a, b) are the coefficients.

For the inverse transform to exist, we require that the analyzing wavelet satisfies the

admissibility condition, given in the following: Cφ = 2π
∫∞
−∞

|φ̂(ω)|2
ω

dω <∞ and Cψ =

2π
∫∞
−∞

|ψ̂(ω)|2
ω

dω <∞, where φ̂(ω) and ψ̂(ω) are the Fourier transform of φ(t) and ψ(t)

respectively. Also, Cφ and Cψ are constants for corresponding wavelets. Subsequently,

we get the approximation signal as shown in Figure 3.9a and the detail signal in Figure

3.9b. Finally, for comprehensive characterization of the nonlinear response, we also

get the spectral approximation and detail signals by Fast Fourier Transform (FFT) for

further feature extraction.

(a) The approximation and detail parts of the
Nexus 5 nonlinear response signal.

(b) The spectrum for the approximation and de-
tail parts of the Nexus 5 nonlinear response
signal.

Figure 3.9: The first level wavelet decomposition result of Nexus 5 nonlinear response.
(a) and (b) represent its low and high frequency information respectively.
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Table 3.1: List of Time Domain Features.

Name Description
Mean Value x̄ = 1

N

∑N
i=1 x(i)

Standard Deviation σ =
√

1
N−1

∑N
i=1(x(i)− x̄)2

* Skewness γ = 1
N

∑N
i=1(x(i)−x̄

σ )3

* Kurtosis β = 1
N

∑N
i=1(x(i)−x̄

σ )4 − 3

RMS Amplitude λ =
√

1
N

∑N
i=1(x(i))2

Lowest Value l = minNi=1 x(i)

Highest Value h = maxNi=1 x(i)

Table 3.2: List of Frequency Domain Features.

Name Description
Mean Value ȳ = 1

N

∑N
i=1 y(i)

Standard Deviation σ =
√

1
N−1

∑N
i=1(y(i)− ȳ)2

* Skewness γ = 1
N

∑N
i=1

y(i)−ȳ
σ

3

* Kurtosis β = 1
N

∑N
i=1

y(i)−ȳ
σ

4
− 3

Crest Factor ε = 20 log(
maxNi=1|y(i)|

σ )

* Flatness Fs = (
∏N
i=1 ym(i))

1
N�((

∑N
i=1 ym(i))�N)

3.5.2.2 Spatial-temporal Domain Feature Extraction

As the above mentioned, the nonlinear response contains the unique identity of the

device. As a result, we exploit the internal traits in the nonlinear response signal by

extracting extract 13 scalar features in spatial-temporal domains. The feature names

and descriptions are listed in Table 3.1 and 6.1. These features represent the nonlinear

response signal shape from different aspects [62]. For example, skewness is a scale of

symmetry to judge if a distribution looks the same to the left and right of the center

point, kurtosis is to estimate whether the data are heavy-tailed or light-tailed relative to

a normal distribution and flatness describes the degree to which they approximate the

Euclidean space of the same dimensionality (marked with * in Table 3.1 and 6.1). Thus,

in total, a feature vector containing these 26 features from the approximation and detail

parts is formed.
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3.5.3 Fine-tuning Recognition

Electronics recognition can be treated as a classification problem. E-Eye uses supervised

learning to classify e-device types, beginning with a training phase followed by testing,

as illustrated in Algorithm 1. However, it is possible that some e-devices (known as

alien devices) are not included in the database before, which may spoof the check or

cause false alarms. Therefore, to overcome this problem, we design the Classifier and

the Decision maker to output the final recognition result.

During the training of the Classifier, n traces of nonlinear response signals from

each e-device type are collected. For m e-device types in the database (namely, m

pre-registered classes), n ×m feature vectors are used to train the classifier altogether.

In E-Eye, we employ SVM. The Gaussian radial basis function is selected as the kernel

function to map the original data to a higher dimensional space [210]. During the testing

phase, E-Eye collects a trace, extracts a feature vector, and inputs to the SVM model.

The SVM model generates the probability set of classifying this test trace into each

pre-trained class.

In the Decision maker, we define the maximum probability as the classification

score. To distinguish an alien device, a threshold is applied: If the classification score

is less than the threshold, the trace will be declared as an alien device with a second

manual check; if not, the predicted type with the maximum probability will be regarded

as the recognition result. In E-Eye, we select the threshold as 0.9 empirically.

3.6 System Prototype and Evaluation

3.6.1 E-Eye System Implementation and Integration

The prototype of the proposed mmWave probe is shown in Figure 4.11. The flexible RF

board is based on a 0.245mm (0.0096in) thick substrate Rogers RT/duroid 5880 (Fig-

ure 3.10a). The rigid baseband board is fabricated on an FR4 substrate, which includes
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Algorithm 1: Fine-tuning Recognition
Input: Q(n): n test nonlinear response traces from an e-device
Output: R: the predicted result

1 Ei, S, R← 0;
2 Initialize T ;
3 %Classifier:
4 for i ∈ {1, . . . , n} do
5 E(i) = Cls(Q(i));
6 {*}[h]Classify m traces
7 end
8 %Decision maker:
9 S = Tun(E) ;

10 %Make the classification score:
11 if S < T then
12 return ’Alien!’;
13 else
14 R = Rec(E);
15 return R;
16 end
17 end

the SVG and the baseband amplifiers (Figure 3.10b). The Microprocessor Control Unit

(MCU) is MSP430F2610, a widely used ultra low-power controller unit [15]. The base-

band signals are fed to a 3.5mm audio jack directly supported by embedded MCU inner

driver, which naturally has two channels for the reference signal and baseband signal

without the extra need of the analog-to-digital converter or expensive communication

chips. It can be easily connected to the audio interface of a smartphone or a tablet for

signal processing.

The mmWave probe is 11.8cm (4.65in) × 4.5cm (4.65in) × 1.5cm (0.59in) and

weights only 45.4g, which is lightweight for ease of adoption in security inspections.

Moreover, it costs within 100 U.S. dollars. Figure 3.10c illustrates the integrated pro-

posed mmWave probe. It typically has a 8dBm transmit power with a 3.7-5V supply

voltage and a 350mA maximum operating current under the 1.2W DC power consump-

tion. The carrier frequency used in this work is 24GHz. To enhance the directivity, a
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(a) RF board. (b) Baseband board.

(c) The integrated mmWave probe with two boards.

Figure 3.10: The design of 24GHz mmWave front-end probe comprises two parts, i.e.,
(a) a radio-frequency Tx/Rx board and (b) a down-frequency baseband board. E-Eye
probe integration is shown in (c).

Figure 3.11: Commodity electronic devices in our study.

pair of 4 × 4 antenna arrays are designed, offering an antenna directivity of 19.8dBi.

The received RF gain and baseband gain are 34dB and 26dB, respectively.

3.6.2 Evaluation

Experiment Preparation: As shown in Table 3.3, we select 46 common e-devices

and label them into 39 classes as we collect four duplicate Nexus 5 and three duplicate
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Figure 3.12: The setup for the evaluation: (a) in a controlled lab environment, (b) in an
open hall at the first floor of the building, and (c) at the entrance of an outdoor public
parking lot.

Uno R3. We also group them into seven categories based on their functions for ease

of description. The corresponding circuit sizes range from 0.42in (diagonal) to 13.3in

(diagonal). Without loss of generality, we employ two common containers to conceal

the e-devices: a USPS package box (marked as Box1) and an Amazon package box

(named as Box2).

Data Collection: During the experiment, the mmWave probe is placed 20cm from the

container (see Figure 3.12). We record its initial position as 0◦ orientation in the hori-

zontal plane. In every test trail, we conceal an e-device in one particular box and switch

it on (if possible). We collect 10s sensing data with 44.1K sampling rate. In Section

3.5.1.2, we define one trace as the subsegment in the sensing data with the length of

0.013s (13ms), which contains N = 5 consecutive cycles. Eventually, we will ran-

domly extract 100 traces for each device with regard to one container.

Data Partition: Unless specified, each time we randomly choose 70 out of 100 traces

from each device as our training set and use the rest for testing. Thus, 3220 traces

are used for training and 1380 traces are used for testing. Specifically, a 10-fold cross
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Table 3.3: E-devices employed during experiments.

#
Device
Cate-
gory

Specific Device Brand

1 Laptop
Lenovo Xiaoxin310, Macbook Air,
Asus LN4200, Macbook Pro, Mac

mini
2 Tablet iPad Pro, Asus ZenPad 3S, Nexus 10

3
Smart-
phone

Nexus 5*4, iPhone 6s, iPhone 6,
iPhone X*2, iPhone 7plus, LG Leon,

Nexus4, Smartisan T1*2, Jianguo
Pro2, iPhone 4s, HTC One M8,

Samsung S7

4 Wearable
Motor 360, Apple watch3, Fitbit

Charge2, Mi band2

5 Mouse
Logitech M510, Rapoo 7200P, Dell

MS111

6
Head-
phone

Bose QuietComfort 35, Status Audio
CB-1, Air Pods

7 Others

Auduino Uno R3*3, iPhone Charger,
Empty Box1, Empty Box2, Philips
Sonicare 2 Series, Philips Norelco

PQ208, Toshiba Canvio Basics,
Kindle Paperwhite, Pisen power bank

validation method is employed in classification. It is worth mentioning that we conduct

other types of cross validation experiments in Section 4.8 and 3.7.3 to examine the

system performance under real-world environments.

Evaluation Metrics: We use accuracy, precision and recall as the performance met-

rics for evaluation [175]. Besides, we also adopt the Equal Error Rate (EER) and the

Receiver Operating Characteristic (ROC). The lower the EER, the better the system

performance [60].

3.7 Performance Evaluation

We evaluate the performance of E-Eye from three aspects:
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• The control study validates the system under the ideal environmental condition,

which proves the legitimacy of our system design.

• The field study considers the variation of system parameters in the practical usage

and gives insights to how to achieve the best performance.

• The threat study exploits the vulnerability of the system from the attacker’s per-

spective by examining more extreme conditions.

These three strategies serve different roles, which are complementary to each other.

3.7.1 E-Eye Control Study

3.7.1.1 Recognition Performance

We evaluate the ability of E-Eye to recognize the different e-devices in the optimal lab

environment. First, we exploit the overall performance based on the training and testing

data sensed from Box1 and Box2 respectively (denoted as Scheme1 and Scheme2).

Then, we further apply the testing data from Box2 upon the training data from Box1

to study the system’s universality (denoted as Scheme3). For each scheme, we make a

comparison between two commonly used classifiers, SVM and KNN [219], to determine

which classifier is more suitable.

The ROC results are shown in Figure 3.13. SVM achieves the EER of 0.0044, 0.0045

and 0.0111 respectively in three schemes. Correspondingly, KNN achieves the EER of

0.0647, 0.0669 and 0.0848 respectively. Both classifiers have excellent performance,

which implies that the feature vector effectively reflects the unique nonlinear response

characteristics in each e-device. The comparatively low EER in scheme3 indicates that

our trained classifier does not have the over-fitting issue and can adapt to various usage

scenarios.

Moreover, we conduct the McNemar test to determine if there is a significant dif-

ference in two classifiers [86]. McNemar test is a frequently used test for matched-pair



35

Figure 3.13: The overall performance of E-Eye with two different classification config-
urations.

data, with a significance level of α = 0.05. Under the null hypothesis, the two clas-

sifiers have no significant difference. If the null hypothesis is rejected, the p value is

below 0.05. In our test, the p value maintains around 0.01, which is less than 0.05 and

thereby rejects the null hypothesis. Based on the above analysis, we prove that SVM has

the better classifier and will employ SVM in the following evaluation unless otherwise

specified. In conclusion, our results demonstrate that a hidden e-device can be precisely

recognized by E-Eye.

Figure 3.14: Recognition performance with seven different screening times.



36

3.7.1.2 Screening Time Efficiency

In public security, e-device screening tasks are challenging due to the limited time bud-

geted for efficiency. As a result, we are interested in analyzing the performance of

E-Eye with regard to different time budgets. Specifically, considering that 2.5ms audio

segment usually represents one cycle, we manually select seven different time settings

between 2.5ms to 100ms. For each time setting, we follow the same methodology de-

scribed in Section 3.6.2 and re-prepare the training and testing set. Figure 3.14 shows

the performance results. For the lowest budget of 2.5ms, E-Eye only obtains 95.25%

precision, 94.95% recall and 95.47% accuracy. These results are because the contained

one cycle cannot comprehensively represent the characteristics of the e-device. After

increasing the time, the performance gradually increases. Generally, we find a turn-

ing point at 13ms where the performance saturates afterwards (reaching 99.61% preci-

sion, 99.41% recall and 99.68% accuracy at 100ms). This observation can guide us to

the proper screening time setting to guarantee recognition accuracy without sacrificing

screening efficiency.

3.7.1.3 Impact of Sensing Distance and Device Orientation

In practical scenarios, the inspector should be able to walk around with E-Eye accord-

ing to different container shapes and inspection environments to accelerate inspection

progress. Such a convenient practice, however, will lead to the changing distance and

orientation between the hidden e-device and the mmWave probe. Therefore, it is impor-

tant to investigate whether these aspects will affect system performance. Specifically,

we measure the different device orientations (from 0◦ to 315◦) at different distances

(from 2cm to 100cm). The results are shown in Figure 3.15. The average recognition

accuracy over 46 devices remains high when the sensing distance varies within 80cm

(above 99.5%). As for the orientation, although the reflected signal slightly changes due

to the different probe angles for each e-device, the inter-device distinguishability among
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46 devices is significant such that each device can be correctly recognized. Thereby,

E-Eye can facilitate portable and convenient public screening in real practice.

Figure 3.15: Measurement accuracy under different sensing distances.

Figure 3.16: E-Eye recognition performance in different experiment setups.

3.7.2 Field Study

3.7.2.1 Robustness to Ambient Environment

The ambient environment can introduce random noises or even interfere with the probe

hardware operation. We consider common noises in daily life in terms of human fac-

tors and ambient factors. Typically, we select four conditions where (1) five people are

walking around the mmWave probe within 2 meters range; (2) the humidity of the test-

ing location is controlled at 70%; (3) the environment temperature is 0◦C (32◦F); (4)
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There is a working ventilation around. Moreover, we use the result of the optimal lab

environment as the comparison target (humidity is 30% and the temperature is 20◦C

(68◦F)). Again, we evaluate the above four conditions using 46 e-devices with scheme1.

Figure 6.17 shows that their performances can achieve up to 99.6% precision, 99.3%

recall and 99.6% accuracy. In conclusion, E-Eye presents a strong tolerance to different

ambient environments.

3.7.2.2 Impact of Alien Devices

As discussed in Section 3.5.3, it is highly likely that E-Eye needs to classify the traces of

the alien devices. In this section, we design an experiment to explore the ability of E-Eye

to detect alien devices. In detail, we randomly include 9 out of 39 classes in the database

as the training set as aforementioned (note that these data are never used for testing).

Consequently, the remaining 30 classes are all regarded as the alien ones. Afterwards,

we gradually increase the amount of alien devices from 5 to 30 and verify whether our

specifically designed Algorithm 1 can successfully identity them. For each amount, we

report the average performance. As shown in Figure 3.17, the results remain stable in

detection accuracy (99.1%-100%) showing no tendency to decrease in performance. In

this way, we prove the effectiveness of fine-tuning the algorithm and the good scalability

of E-Eye when used in real practice. Under these circumstances, the inspector can use

the second check (e.g., manual inspection) for further security verification.

3.7.3 Threat Model Study

3.7.3.1 Human Body Intervention

Due to the advanced IC technology, e-devices are getting smaller in size such that they

can be easily hidden upon the human body to bypass the security check. Therefore,

we assume the attacker hides the device in different body positions, as listed in Figure

3.18. We specifically consider the devices in groups 3 and 4 as they are pervasive and
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Figure 3.17: The alien device detection under six different alien device numbers.

can be used in multiple malicious activities (see Table 3.3). We recruit five participants

carrying the device and we use E-Eye to scan them at target areas keeping an approxi-

mate distance of 50cm. The reported average accuracy keeps higher than 97.7%, which

implies that our system is resistant to human intervention.

Figure 3.18: Detection accuracy under six different human interventions.

3.7.3.2 Impact of Cover Materials

We consider the scenario where the attacker intentionally hides the e-device in other

materials to pass through screening. Particularly, we collect seven different daily-

achievable materials as shown in Figure 3.19. We place the e-device inside each of them

and evaluate the recognition accuracy for all 46 e-devices. The performance is reported
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in the figure, where we can see that the overall accuracy for each is above 98%. Certain

materials slightly affect the performance to some extent. This is because E-Eye utilizes

high frequency signal and therefore, has small wavelength and limited penetration abil-

ity. As a result, it is prone to the scattering reflection upon some specific materials. But

in general, E-Eye still provides reliable performance in device recognition.

Figure 3.19: Detection accuracy with six different cover materials.

3.7.3.3 Impact of Combined E-devices

In another scenario, the attack may know the benign devices registered in the database

and try to physically stack the malicious device with the benign one to confuse the

system. To explore whether E-Eye can still regard it as the alien device, we continue

with the setup in Section 3.7.2.2. We randomly select 2 (labeled as No.1, No.2) devices

from the 9 benign classes and 3 (labeled as No.3, No.4, No.5) from the remaining 30

alien classes. As shown in Figure 3.20, we enumerate all six combinations of the benign

and alien devices and physically tap them together. For the sake of generality, we report

the average and standard deviation of accuracy. From the results, we can observe that

the average recognition accuracy are higher than 98%. This is owing to the fact that the

equivalent circuit changes if we combine two devices together along with the nonlinear

response.
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Figure 3.20: Detection of combined e-devices.

3.7.3.4 Impact of E-device Status

Considering the fact that many detection methods rely on the operation status of the

hidden device (see Section 3.9.1), we simulate a scenario where the attacker wants to

spoof the inspector by switching off the device or removing the battery. Thus, we repeat

the experiment by shutting down all e-devices when collecting the data (as described in

Section 3.6.2). Importantly, we still use the previously trained model where the devices

were switched on. We apply the new 30 traces for each device for this test. Table

3.4 illustrates the precision, recall and accuracy for schemes 1 and 2, which are 99%.

For scheme3, the accuracy is 98.75% which is in coherence with the results in Section

3.7.1.1. The high accuracy proves that E-Eye is not sensitive to the hidden device’s

operation status.

Table 3.4: System performance with the e-device status OFF at 50cm sensing distance.

Setup Precision(%) Recall(%) Accuracy(%)
Scheme1 99.54 99.24 99.57
Scheme2 99.51 99.20 99.55
Scheme3 98.70 98.52 98.75
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3.8 Discussion

Health Hazards: Compared to other security screening techniques (e.g., Terahertz and

X-ray imaging systems), E-Eye has a much smaller radiation factor, i.e., a 1.2W power

consumption and an 8 dBm radio transmission power. Considering that typical public

WiFi spots have about 20 to 30 dBm of output power, E-Eye is a considerably safe

screening tool, even for cardiac device patients.

Metal Intervention: Metal has a stronger reflection on EM wave compared to other

materials. We realize that a metal case shields a large portion of RF signals. By de-

ploying an additional metal hidden material (e.g., an e-device inside a metal box), it is

difficult for E-Eye to recognize the covered e-device. This limitation can be solved by

detecting the existence of metal [215].

Manual Check: We notice that mechanical motion in the electronic device and other

intruders can affect the sensing performance. However, it is safe to assume that the

security checker controls the environment thoroughly. If an unusual behavior happens,

they initiate a manual check.

Database Storage: In this pioneering work, we have established 39 classes of an e-

device database. Particularly, each feature vector has 26 dimensions data of size 0.2KB

around. Thus, the template for each device seizes 14KB size data in the experiment

setup. Therefore, it is practical to maintain a vast amount of templates on the mobile

platform or the server (e.g., 1,000 e-device types only require 13.67MB physical stor-

age).

Multiple E-devices: Nowadays, it is normal for more than one e-device to be concealed

in a container [21]. Therefore, it can bring huge convenience if E-Eye can automatically

recognize each type when multiple devices are present. This problem can be further

solved by employing the existing blind source separation and independent component

analysis approaches in the speech processing domain [72, 250].
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3.9 Related Work

3.9.1 Hidden E-device Detection

Currently, there are three main methods to detect hidden e-devices:

• X-ray Imaging: The X-ray baggage scanner operates based on the different X-

radiation absorption rates of the penetrated objects and can accordingly produce

the shape image of the objects [75]. The typical cost of such a scanner can reach

US $50,000. Besides the undesired privacy concerns raised by the image of per-

sonal belongings [106], x-radiation also has harmful effects on human [106,205].

• Terahertz Imaging: Terahertz (THz) imaging is also exploited in package screen-

ing by analyzing object transmissions or reflections of the THz electromagnetic

wave. However, its optical image causes privacy issues and its resolution is too

low for hidden e-devices recognition [148]. The current THz imaging systems

have very low portability and extremely high cost (around US $25,000) [22, 88].

• Electromagnetic Emission Sensing: Studies find that e-devices transmit uninten-

tional electromagnetic (UEM) radiations [195] when they are switched on. Many

works [111, 212, 221] detect the existence of e-devices by analyzing their UEM

waves. However, this technology is restricted and cannot be applied when the

electronic device is powered off.

Therefore, we summarize that the current hidden e-devices recognition methods are

either bulky, expensive or conditionally restrained, which cannot be directly applied in

a regular and large-scale public security check. Other alternative handheld scanners

[19, 106] can only provide the existence detection rather than accurately recognize the

device type.
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3.9.2 mmWave Sensing

mmWave radars have been studied in a variety of domains based on the detection of

an object’s inherent movements (e.g., cardiorespiratory measurements and gesture sens-

ing [115, 144, 145]) in the last decade. Soli [143] is a 60GHz mmWave radar gesture

sensing system, which can detect all kinds of hand motions for the human-computer

interface. In [167], a 94GHz mmWave radar is deployed to extract features of cardiores-

piratory movements based on the reflected mmWave signals. These mmWave sensing

applications mainly rely on the Doppler motion of the objects and cannot be applied to

sense the target under clothings or obstacles (e.g., packages and luggages). Although

there are some recent applications to explore “through-wall” and “through-obstacle”

sensing via mmWave [47, 238, 259], these techniques can only be applied for the target

with specific mmWave-absorption characteristics. According to the literature, E-Eye is

the first mmWave sensing application to explore nonlinear effects for hidden electronics

recognition.

3.10 Conclusion

In this chapter, we proposed a hidden e-device recognition system E-Eye to aid law

enforcement and ensure security. We started from the basics characteristics of the e-

device and cover material under the nonlinear effect. Then, we proposed a portable

24GHz mmWave probe and the e-device recognition module to accurately recognize

the hidden e-device type. Furthermore, extensive experiments indicated that our E-Eye

could achieve more than 99% accuracy in less than 20ms response time and centimeter-

level device physical size. Different levels of evaluation confirmed the effectiveness,

reliability, and robustness of our proposed system. The research findings are an essential

step for understanding the nonlinear response of hidden e-device and their applications

at large.



Chapter 4
WaveSpy: Remote and

Through-wall Screen Attack via

mmWave Sensing

4.1 Introduction

Mitigating the risks of screen attacks has a long and rich history in the literature and is a

core topic in the computer security community. Shoulder surfing, i.e., looking over the

victim’s shoulder, is one of the most investigated threats to user’s screens [132]. With

an increase in the user vigilance, however, adversaries have begun to exploit remote

surveillance cameras to either directly or indirectly [70, 194] infer the screen content

without line-of-sight assumptions. For example, it has been shown that various emana-

tions from electronic displays, including ultrasound [87], electromagnetism (EM) [109],

acoustic [96] and visible lights [131], can be leveraged to compromise the screen secu-

rity. Therefore, one intuitive suggestion to enhance screen security is that people can

place the screen in an enclosed location, e.g., no adversary-proximity/accessibility, no

line-of-sight, and occluded to the outside. However, is this ideal scenario truly secure

against attacks? Our answer is no.
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Figure 4.1: Examples of different screen contents in the screen attack applications. The
WaveSpy system can infer the screen content and underlying sensitive information even
in an isolated scene in the real world.

In this chapter, we discuss a new screen attack approach by exploiting the display

mechanism using liquid crystal (LC) elements. Screen contents on displays (e.g., LCD)

are generated by the states (e.g., shape distributions) of LC arrays behind the display

panel [65]. In other words, there is a deterministic dependence between liquid crystal

states (LCS) and screen contents. By utilizing this dependent relation, we discover a new

and stealthy LC-based side-channel to remotely attack screens in real world. Specif-

ically, we hypothesize that if an adversary can monitor either the state of each liquid

crystal or their distribution in a display, it is possible to retrieve screen information by

exploiting the LC dependent model. Because this new side-channel attack approach did

not assume any traditional passive emanation (e.g., EM or light [109,131]) to the outside

world, the conventional wisdom on screen risk mitigation will fail, even in an isolated

scene. If this hypothesis holds, there might be a novel screen attack approach which

can change the conventional wisdom on screen risk mitigation and compromise screen

security under an isolated scene mentioned above as shown in Figure 4.1.

There are multiple technical challenges to realize the new attack system. First, how

can we obtain the information of a liquid crystal state on the targeted display? There are

several recent studies on using radio frequency (RF) signals to characterize objects (i.e.,

shape, geometric features, and material types) [82, 141], however, sensing resolution of
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a dot pitch (0.2-0.3mm) in an LCD display is still not reached. Second, to achieve a

complete screen attack, the RF sampling frequency of liquid crystal states needs to be

fast enough given that the modern screen flashes content every 4 to 10 milliseconds [84].

Lastly, it is critical to ensure the stealthiness of such an attack without creating notice-

able disclosure when eavesdropping on the screen content using LCS remote sensing.

Our Work: In this chapter, we present WaveSpy, a new real-world screen attack sys-

tem which rests on the concept of a liquid crystal nematic pattern inside the display

panel which acts as a passive signal modulator and reflects RF signals, namely LCS re-

sponse, containing the screen information. We first investigate the dependent relation

between the reflected RF signal and the content displayed on the digital screens using a

portable mmWave probe. Afterward, we develop an RF signal processing scheme, in-

cluding a deep learning model, to investigate the internal traits in the LCS response sig-

nal through wavelet analysis, followed by the spectrogram feature augmentation while

ensuring minimum time complexity. Subsequently, we conduct an extensive attack eval-

uation to assess the performance of our model in real-world applications. Eventually, we

conclude the study by developing WaveSpy, a remote (5m away, through-wall), low-

cost, and stealthy screen inference system that precisely acquires the mmWave-based

LCS response to facilitate two goals: (1) attack screens in a stealthy and through-wall

manner; (2) retrieve the real-time sensitive information without the prior knowledge of

their screen.

4.2 Attack Overview

4.2.1 Attack Scenario

We consider a scenario where a victim, namely Bob, utilizes common electronic devices

(e.g., computer, mobile, smartwatch) in daily life. To ensure protection against attackers,

Bob enables a password-based mechanism for every online activity including emailing,

texting and monetary transactions and even facilitates an initial login screen for his



48

devices. Observing Bob’s vigilance, an innovative attacker, hereafter Alice, aims to

breach the established security and extract sensitive information without the victim’s

knowledge.

(a) Remote (b) Through-wall (c) Various angles

Figure 4.2: Three typical attack scenarios in daily life: (a) Alice infers the screen from a
remote location; (b) Alice leverages the penetration properties of mmWave for through-
wall inference; (c) Alice has the freedom to choose various sensing distance and angle
to maximize the inference accuracy.

Scenario #1 (Privacy Invasion): To infer the type of screen content and user activity

at a certain time, Alice intends to acquire information about the specific application

initiated by Bob, usage statistics and the underlying content in real-time.

Scenario #2 (Security Attack): To compromise the personal security, Alice senses

the information presented on the digital screen from a long distance or through-wall

and reconstructs the sensitive information (e.g., PIN, password, lock pattern, words or

sentences) without alerting Bob or his nearby surroundings, or even Bob in a closed

room.

In contrast to prior work, we envision that the following constraints restrict Alice:

• No Device Proximity: Bob is alert to traditional shoulder-surfing or channel state

information (CSI) attacks in terms that either Alice cannot get close or there is a block-

age (e.g., wall) between Alice and Bob.

• No Pre-installed Malware: Assuming that Bob’s electronic device is isolated

from the Internet or any other communication channel, Alice is unable to directly com-

promise the electronic device from malware such as Trojans or malicious web scripts.

• No Line-of-sight: Alice cannot directly visualize the screen content or Bob’s

physiological attributes (e.g., hand motions, eye movement) during the activity phase



49

from any direction. Considering the alertness of Bob and real-world environments, there

are no surveillance cameras that can remotely monitor digital screen contents.

Traditional EM-based, acoustic-based, CSI-based and vision-based screen attacks

(e.g., [70, 87, 96, 109]) cannot work under an application scenario with the constraints

mentioned above. However, screen security in this scene will not be necessarily guaran-

teed when we consider that Alice can leverage a tiny and cost-effective mmWave probe

to perform real-time surveillance of screen information from an adjacent room and steal

the information from the target victim, as shown in Figure 4.2.

4.2.2 Attack Application Study

In addition to the content type recognition, login authentication is one of the most funda-

mental types of security protection enabled by users in their personal devices. Moreover,

this mechanism is increasingly deployed in other cyber-physical technologies such as

Internet-of-Things (IoT), electronic depository safe, and smart homes. Figure 4.3 shows

three attack applications in this study, including login using the virtual button, physical

button and picture password. Based on the user acceptability and device operation, there

are three primary categories of login methods:

4.2.2.1 Login Using Virtual Buttons

Presently, the most popular form of human-computer interaction is through the touch-

screen via the virtual buttons. For different passwords, including PIN, character pass-

word and pattern lock, the user pauses for a brief moment in between subsequent inputs

to recognize the user interface (UI) correspondence in the form of color change in the

pressed buttons. The typical radius of each button on the screen can be small to 6mm

(e.g., iPhone 7 Plus).
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4.2.2.2 Login Using Physical Button

The non-touch based electronic devices (e.g., desktop monitor, laptop, cell phones and

smart locks) require a user to input the password by pressing a physical button on the

keyboard. This type of login has two categories. First, the password can appear as an

asterisk character on the screen, similar to personal computer login. The second one can

be found on some security devices where the password is visible on the screen as typed.

The radius of each asterisk on the screen can be as small as 1mm (e.g., MacBook Pro).

The typical size of each character on the screen can be 10mm by 6mm (e.g., security

intercom system).

4.2.2.3 Login Using Picture Password

In contrast to the previous login methods, picture password offers the merit of unpre-

dictability and superior usability. Rather than pressing the button on a virtual or physical

keyboard, it allows a user to create three different gestures in a sequence on the specific

position of the selected image and use those gestures as the password. The gesture can

be any combination of circles, straight lines, and taps with predefined tolerances during

the login process. The typical radius of each tap UI corresponding on the screen can be

small to 6mm (e.g., Dell U2415).

Figure 4.3: Six representative attack applications: (a) password length; (b) numeric
password; (c) PIN; (d) pattern lock; (e) password; (f) picture password. The attack on
each application is extensively evaluated in Section 4.6.2.

In the remainder of this paper, we present how WaveSpy performs the screen attack

on aforementioned login-based authentications. The WaveSpy system also demon-
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strates the significant promise in reconstructing critical information (e.g., words, sen-

tences) in the digital screen as shown in Section 4.8.

4.3 Liquid Crystal State in Displays: A Closer Look

4.3.1 Background and Hypothesis

Presently, the liquid-crystal display (LCD) and organic light emitting diode (OLED)

are the mainstream screen technologies adopted in the majority of electronic devices

[90]. Our attack approach is applicable to both types of displays because they have the

same LCS-based working principles. In the following part, we will review the display

architecture and have a closer look at the LCS effects in modern displays.

Figure 4.4: The content displayed on the digital screen is determined by the arrangement
of liquid crystal nematic patterns.

Working Principles of Displays: The LCD panel comprises a thin layer of glass sub-

strate embedded with liquid crystals, while a white fluorescent backlight is positioned

behind the screen to produce the images in color or monochrome. Each liquid crystal is

aligned between two polarizing filters (parallel and perpendicular) as illustrated in Fig-

ure 4.4. Without the mentioned placement, light passing through the first filter would be

blocked by the second (crossed) polarizer. The liquid crystal nematic pattern responds

and changes its arrangement based on the voltage applied across the liquid crystal layer

in each pixel, thereby altering the polarization of light. Besides, the variations in the

liquid crystal nematic patterns lead to varying amounts of light to pass through, consti-

tuting different contents on the screen [65]. Note that the liquid crystal nematic pattern

remains significantly stable under the probing of RF signals [220].

Liquid Crystal Nonlinear Effects: When a continuous wave with transmitting fre-

quency f0 from the mmWave probe is projected towards the target, the RF response is

modulated with a set of sub-carrier frequencies due to the properties of the target (e.g.,
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Figure 4.5: The liquid crystal nematic patterns on the digital screen incites a LCS re-
sponse under the radio-frequency (RF) beam. Different liquid crystal nematic patterns
cause different LCS responses.

liquid crystal pattern, material reflection efficiency). Similarly, given that the screen

enters the RF beam field as shown in Figure 4.5, the liquid crystal nematic patterns are

perceived as an array of antennas in the resolution of the mmWave [68,83]. These anten-

nas act as a passive processor and manipulate the transmit mmWave signals to generate

a distortion formulated as: Z(t) = φ(ϕ(t),4n, κ, γ, Vc)⊗ hf (t),

4n =
√
ε‖ −

√
ε⊥,

(4.1)

where ϕ(t) represents a collection of mmWave subcarriers for the response signals,

φ(ϕ(t), ·) is the modulation function of the liquid crystal (LC) patterns, 4n is the LC

rotational viscosity, κ is LC the elastic constant, γ is the LC rotational viscosity, Vc is the

LC threshold voltage, ⊗ stands for convolution computing, hf (t) is the ideal bandpass

filter function for the carrier bandwidth, ε‖ is the dielectric constant when the electrical

field is parallel to the director of the liquid crystal molecules and ε⊥ is the dielectric

constant when the electrical field is perpendicular to the director [63, 189]. After the

modulated signal radiates from the screen, it is captured by the probe receive (Rx) an-

tenna. Therefore, LCS response of the digital screen incorporates profound information

of the liquid crystal nematic patterns and holds the potential for monitoring the displayed

content type or sensitive information.

Sensing Frequency Estimation: In order to obtain the RF response with exceptional

quality and promote the attack performance, it is critical to utilize a proper sensing

frequency. Under the most common circumstances, the length of a typical icon along a
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Figure 4.6: The LCS response illustration for PIN login mechanism with input ‘1234’.
Every numeric input has a distinct LCS response, thereby enabling sensitive information
retrieval.

screen is larger than l = 3mm, and the effective dielectric constant of the LC array is

close to ε = 3.66 [247]. According to [119], the sensing frequency f0 can be reckoned

as

f0 =
c

2l
√
ε

=
3 · 108m/s

2 · 0.003m ·
√

3.66
≈ 24GHz, (4.2)

where c is the propagation speed of a radar wave in air [63]. Therefore, we deploy the

24GHz sensing frequency, which can be approximately recognized as mmWave, in our

study.

Hypothesis: Owing to the facts that the liquid crystal nematic pattern has a determin-

istic mapping to each displayed content and mmWave can remotely sense LC patterns,

there exists a unique and measurable connection between the displayed content and

associated LCS response obtained under the mmWave beam reflectance of the liquid

crystal layers. Therefore, as shown in Figure 4.6, it is feasible to develop a portable

mmWave probe with advanced signal processing techniques to capture this connection.

The attacker can leverage the information for screen content type recognition and sensi-

tive information retrieval, whose problem formulations are further discussed in Sections

4.4.4 & 4.4.5.
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(a) LCS responses on Dell U2415 display with different content types.

(b) LCS responses on Samsung Galaxy S9 with different content types.

(c) The LCS responses on Apple Watch Series 3 with different content types.

Figure 4.7: Different screen content present different LCS responses (the spectrum in the
red circles are distinct in frequency and amplitude) when forced by the same mmWave
probe. The screen content on each screen is displayed on the left.

4.3.2 A Preliminary Study of LCS Response: A Side-channel on

LCD Display

Proof-of-concept: To validate the above hypothesis, we conduct a preliminary experi-

ment using three different mainstream off-the-shelf displays from representative device

categories (i.e., Dell U2415 monitor, Samsung Galaxy S9, and Apple Watch Series 3)

with different user activities. The spectrograms of LCS responses with associated con-

tent are shown in Figure 4.7. These devices are stimulated with the mmWave probe

with a distance from the devices. The reflected signal profile is explored in the spectral

domain. The x-axis represents the modulated frequency; y-axis describes the amplitude

in the received signal. Given the vast contrast between the amplitude and the frequency

of received LCS response marked in the blue circle, the liquid crystal nematic pattern

variations have sufficient space to enable content recognition. Furthermore, we observe
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that the response distributions among different devices are entirely distinct owing to the

different device hardware structures and the screen designs.

A Study on Wall Effects: In a real-world scenario, it is not uncommon for Bob to

access his device in another room with the wall acting as an obstacle between the digital

screen and attacker Alice. Therefore, it is crucial to investigate whether the material of

the wall will block or interfere with the LCS response [208]. We conduct the experiment

by positioning a 15cm thick wall between the mmWave probe and the digital screen

of MacBook Pro. The sensing distance is 80cm. Figure 4.8 demonstrates that in the

overall signal spectrum, there is minute variation in the amplitude of low-frequency

components from the wall and nearby objects. Upon closely analyzing the area within

the LCS response (marked in the blue circle), there are observable variations in the high-

frequency components among the different content displayed on the screen. However,

this model is insufficient to precisely identify the liquid crystal nematic pattern as the

differences between the LCS responses are not significant. Thus, we further develop the

WaveSpy system for screen monitoring.

4.4 System Framework

4.4.1 WaveSpy: A Through-wall Screen Attack System

We propose a portable, unobtrusive and robust system to facilitate screen activity type

recognition and sensitive information reconstruction as shown in Figure 4.9.

LCS Response Stimulation and Modeling: We introduce the RF hardware in

WaveSpy to stimulate and acquire the LCS response from electronics. Pulse-Doppler

radar that emits a set of periodic powerful pulse signals has been largely used in air-

borne applications [154], such as the target range and shape detection. However, when

a short-time pulse stimulus, which has an infinite frequency band, is applied to illumi-

nate the electronics, the corresponding spectrum response will be overlapped with the

stimulus signal and difficult to recognize. Therefore, WaveSpy selects a frequency-
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(a) Content Type: Microsoft Word (b) Content Type: Facebook

(c) Content Type: System Login (d) Content Type: Online Bank

Figure 4.8: The non-linear response of the wall or surrounding objects is distinct in
frequency and amplitude from the LCS response of digital screen in MacBook Pro,
indicating the feasibility of indirect screen monitoring.

modulated continuous-wave (FMCW) radar with a narrow passband filter [184]. The

FMCW radar continuously emits periodic narrow-band chirp signals whose frequency

varies over time. The non-linear interrelation to these narrow-band stimuli will gener-

ate distinct frequency response, and the received signals will carry distinguishable LCS

responses when the stimuli signals hit the target display. After the manipulated signal

is radiated from the display, LCS responses will be captured by the RF probe receiver

antenna (Rx).

Screen Monitoring: Once the data format obtained from the mmWave probe is demod-

ulated to filter the interference and noise while guaranteeing the preservation of informa-

tion. A wavelet-based response analysis is employed to extract a set of comprehensive

features and formulate a sequence of multi-class deep neural networks based classifica-
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Table 4.1: List of features extracted from the LCS response.

Category Feature Names
Temporal
Features

Mean Value, Standard Deviation, Skewness [160], Kurtosis [79],
Lowest and Highest Value

Spectral
Features

Mean Value, Standard Deviation, Kurtosis, Crest Factor [31],
Flatness [136]

Others MFCC (12) [191]

tion algorithm to obtain the content type and the sensitive information displayed on the

digital screen.

Figure 4.9: The system overview for WaveSpy to non-invasively recognize the screen
content type and retrieve the security information on the screen. It comprises of a
mmWave sensing module in the front-end and a screen monitoring module in the back-
end.

4.4.2 Screen Localization

Searching and localizing the display of interest is the first step in screen attack. In this

section, we introduce the screen searching protocol to localize the screen position under

the angular coordinates. First, WaveSpy steers the mmWave beams to sweep through

all directions in the target areas. Second, considering the display will generate LCS

which is significantly different from the background (e.g., LCS response), we utilize

LCS-based features (see Table 4.1 with a threshold) to detect existence of display and

estimate the orientation of the target screen. This process is efficient and can be fin-

ished within several milliseconds. Adaptive beam training protocols can be adopted to

improve the accuracy in screen localization further [127]. Therefore, WaveSpy can

pinpoint the screen and prepare for the LCS response analysis. Note that we evaluate the

WaveSpy performance sensitivity to the probing orientation in Section VII (see Figure

14 in details).
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4.4.3 The Wavelet Analysis on LCS Response

After removing the direct current (DC) component, modulated LCS signal s(t) be-

comes a signal with zero-mean and some variance and satisfies the following condition:∫∞
−∞ s(t)dt = 0, which indicates s(t) is a waveform. P() uses ψa,b and φa,b, where

φa,b = 1√
a
φ( t−b

a
) and ψa,b = 1√

a
ψ( t−b

a
), as the mother wavelet function that satisfies the

condition of dynamic scaling and shifting, where a and b are the scale and translation

parameters accordingly [209]. In order to get signal properties at high frequency, the

wavelet-based analysis is achieved as Eq. (4.3):

s(t) = P0 + P1 + P2 + P3, (4.3)

where s(t) is the LCS response, P0 = 1
Cφ

∫∞
−∞ FW (a0, b)φa0,b

db√
a0

is the ap-

proximation part, P1 = 1
Cψ

∫∞
−∞ FW (a1, b)ψa1,b

da
a21

db√
a1

is the Level 1 detail

part, P2 = 1
Cψ

∫∞
−∞ FW (a2, b)ψa2,b

da
a22

db√
a2

is the Level 1 detail part, P3 =

1
Cψ

∫∞
−∞ FW (a3, b)ψa3,b

da
a23

db√
a3

is the Level 3 detail part, FW (a0, b), FW (a1, b), FW (a2, b)

and FW (a3, b) are the coefficients.

For the inverse transform to exist, we require that the analyzing wavelet satisfies the

admissibility condition, given in the following: Cφ = 2π
∫∞
−∞

|φ̂(ω)|2
ω

dω <∞ and Cψ =

2π
∫∞
−∞

|ψ̂(ω)|2
ω

dω <∞, where φ̂(ω) and ψ̂(ω) are the Fourier transform of φ(t) and ψ(t)

respectively. Also, Cφ and Cψ are constants for corresponding wavelets. Afterwards,

the detail parts of the LCS response can help us to further achieve screen content type

recognition and sensitive information retrieval.

4.4.4 Screen Content Type Recognition

Content type recognition can be formulated as a multi-class classification problem. We

begin by defining the key terms and then formulate the content type recognition problem.

Definition 1 (The LCS Response Set on the Liquid Crystal Nematic Pattern

by mmWave) : For a mmWave sensing process, let s denote a mmWave response of
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Figure 4.10: The flow chart of the screen monitor module, including two parts: (a)
LCS response analysis & feature extraction, and (b) screen content type recognition &
sensitive information retrieval model.

the liquid crystal nematic pattern that is attained by a certain sample method. S is

defined as the response set, which contains every liquid crystal nematic pattern response.

Specifically, we define s0 as a complete sensing signal that has the entire information

about characteristics of the source content on the screen. Therefore,

∀s ∈ S, ∅ ⊂ s ⊆ s0. (4.4)

Given the LCS response signals, it is hard to classify them using similarity and

distance-based approaches directly. The reason is that LCS responses have a large vari-

ation in magnitudes as well as frequencies, which leads to irregularity and asymmetry.

Therefore, we present the wavelet-based analysis which is resilient to the scale and mag-

nitude variation.

Definition 2 (Feature Extraction from Wavelet-based Analysis) : The response

analysis function can be any function that demodulates the response, reflects the liquid

crystal nematic characteristics, obtains the integration of content features, and outputs a

feature vector. We use P() to represent the LCS response analysis function.

In this chapter, we use wavelet transform (WT) as P(), which is an effective multi-

resolution analysis tool for signal decomposition [105,157]. The P() approach can over-

come the shortcoming of Fourier analysis, which only works in the frequency domain,

not in the time domain [121]. s(t) matches the waveform and can be decomposed into

many groups of coefficients in different scales with P() through differently scaled ver-

sions, as shown in Section 4.4.3.
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Subsequently, we obtain the approximation and Level 1, 2 and 3 detail parts in

Eq. (4.3) (in Section 4.4.3). As the above mentioned in Section 4.3, the unique char-

acteristic information is hidden in the high-frequency range (i.e., the detail parts). In-

tuitively, the signal with more features in the high-frequency signal will contain more

distinguishable characteristics of the screen content and thereby achieve a better recog-

nition accuracy. However, it also increases the computation overhead. To balance this

trade-off, we empirically choose the level 3 detail part (we will investigate the system

performance with different level setups in Section 4.6.1). As a result, we exploit the

internal traits in the LCS response signal by extracting a 40-dimension feature vector in

spectrum domains.

Definition 3 (Screen Content Type Classification) : C() is the classification

function that utilizes several response features to predict the screen content type. The

specific implementation of C() responds to the real-world scenarios and the applied

database mentioned in Section 4.4.4.

Formulation 1 (User Activity Monitoring) : The purpose of screen content type

recognition is to identify the specific application and user online activity initiated by

the mmWave response s. We first extract its feature vector using P(), and then recognize

the application type with the screen content type classification function C(). β is used to

denote the result of the predicted specific application on the screen as follows:

β = C(P(s)). (4.5)

In the WaveSpy system, we employ universal and easy-to-deploy classifiers, i.e.,

Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) as the screen content

type/user activity classification method C(), to identify content type based on the ex-

tracted features. Previously, SVM and KNN have been successfully applied in wireless

sensing recognition [141] and physical cybersecurity [140], respectively. SVM locates

an optimal hyperplane in high-dimensional space to perform the classification. The

Gaussian radial basis function is selected as the kernel function to map the original data

to a higher dimensional space. However, KNN stores all available cases and classifies
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new cases based on a similarity measure. We opt to use SVM as the classifier after we

compare their performances in Section 4.6.1.

WaveSpy uses a supervised approach to classify content types, beginning with a

training phase followed by testing. During the training of the Classifier, n traces of

LCS response signals from each content type are collected. For m content types in the

database (namely, m pre-registered classes), n × m feature vectors are used to train

the classifier altogether. During the testing phase, WaveSpy collects a trace, extracts

a feature vector, and inputs to the classifier model. The classifier model generates the

probability set of classifying this test trace into each pre-trained class. We output three

candidates with the top three possibilities.

4.4.5 Sensitive Information Retrieval

4.4.5.1 Sensitive Information Retrieval Method

When the user presses a button on the screen, the pixel-level configuration of this button

changes, showing the correspondence UI illumination and allowing the user to confirm

the correctness of the input, which causes different LCS responses as shown in Figure

4.6. From a high-level point of view, WaveSpy infers password or sensitive informa-

tion of the user by collecting and analyzing the LCS response sequence received on the

mmWave probe. The sequence length is equal to the user’s typing duration. When the

screen content type is detected as the login interface, this sensitive information retrieval

model is then activated to detect PIN passwords.

A traditional approach to address this problem is first to segment the input signals

into N pieces, where N is the length of the PIN passwords, and then to classify each

segmented piece as a digit. However, it is difficult for us to segment those signals

manually. The other possible solution is to extract features for the whole signals first,

and then to train a classifier for each PIN digit. However, we observe that the differences

among those signals on different screen contents are significantly miniature. In other
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words, the extracted features of different signals are nearly the same, which leads to the

failure of both SVM and KNN.

To tackle this challenge, we employ deep neural networks (DNN) [112] in the

WaveSpy System. The advantage of adopting DNN is that it is able to learn bet-

ter feature representations automatically and further makes the signals distinguishable.

Moreover, the DNN-based security inference framework can be easily applied to new

scenarios without domain knowledge about the functioned sensors. Thus, we propose a

novel end-to-end deep learning based approach, which takes the raw sensing data as the

input and computes the most likely sensitive information that the users have entered.

First, sensitive information retrieval can be formulated as a sequence multi-class

classification problem. However, the original sequence signal is too large to be consid-

ered the input of DNN. For example, the recording for PIN typing usually produces a

four-second long audio containing about 176,400 samples in total. Thus, we utilize the

technique of Joint Time-Frequency Analysis [192] to convert the sequence signal into a

spectrogram.

Definition 4 (Feature Augmentation using Spectrogram) : Let W() be the func-

tion to generate the spectrogram from the input signal, which is defined in Eq. (4.6) as

follows:  X(m,ω) =
∑∞

n=−∞ x[n]w[n−m] exp(−jωn),

W{x(t)}(m,ω) ≡ |X(m,ω)|2.
(4.6)

Note that in our implementation, instead of using the original signal, we use the level

3 detail part from wavelet decomposition as the input of W() as shown in Figure 4.10,

which reflects the internal trait in the LCS response signal (evaluated in Section 4.6.1).

Finally, the converted spectrograms are the inputs of DNN.

Definition 5 (Sensitive Information Classification Function) : V() is defined as

the DNN model that utilizes several response-analysis to predict the sensitive informa-

tion shown on the screen.



63

It is worth noting that for each real-world scenario mentioned in Section 4.2.2, we

train a customized V(). The details of the DNN model are further illustrated in Section

4.4.5.2.

Formulation 2 (Sensitive Information Retrieval) : The final goal of sensitive

information retrieval is to reconstruct the sensitive information from the input signal s

using the response analysis function. Since there are N characters in the credential, for

each reconstructed character, we train a specified DNN model. Let Tn be the candidate

results of the sensitive information on the screen for the nth character:

Tn = Vn(W(s)). (4.7)

Formulation 3 (Ranking Sensitive Information Candidates) : To deal with noisy

mmWave signal traces and accommodate the input number allowed by the system, we

need to rank the candidate credentials according to their possibilities. R(n) is a function

to obtain top k candidates for predicting the sensitive information shown on the screen:

 R(n) = f(Tn), n = 1

R(n) = f(R(n− 1) ◦ f(Tn)), n ≥ 2
(4.8)

where the operation ◦ represents that all the data in one set are multiplied by all the

elements in the other set, and f(◦) is the function to find the candidates with top k

possibilities among the results. Thus, the algorithm for the screen attack in WaveSpy

is established in Algorithm 2.

4.4.5.2 Sequence-to-Credential Model for General Security Information Infer-

ence

Though the original sequential signal can be transformed to the spectrogram using the

time-frequency analysis technique, the transformed spectrograms are extremely similar

as shown in Figure 4.7 and hard to be distinguished by traditional classification algo-

rithms such as SVM and CNN. To make these spectrograms distinguishable, we design
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Algorithm 2: The Screen Attack by WaveSpy
Input: s(m): m LCS response traces from the screen
Output: β: the Screen content type recognition result
R: the sensitive information retrieval result

1 Initialize C,P,R, V,W, β, T ;
2 %Screen content type recognition:
3 for i ∈ {1, . . . ,m} do
4 β(i) = C(P (s(i));
5 if β(i) ==′ Login′ then
6 %Sensitive information retrieval:
7 T (i) = V (W (s(i));
8 return R(T (i));
9 end

10 return β(i);
11 end

WaveSpyNet, a Densely Connected Convolutional Networks (DenseNet) [114]-based

classifier for the sensitive information retrieval, i.e., V(). Besides perfectly guarantee-

ing the classification performance, WaveSpyNet also alleviates the vanishing-gradient

problem, strengthens feature propagation, encourages feature reuse, and substantially

reduces the number of parameters, which naturally satisfies the requirements of our

problem. Next, the details of WaveSpyNet are introduced.

The WaveSpyNet consists of an initial layer, four dense blocks, three transition lay-

ers, and a prediction layer as shown in Figure 4.10. The initial layer aims to convert the

transformed spectrogramW (s) ∈ R128×128 into a latent space. The initial layer includes

four consecutive operations: a convolution (Conv), followed by a batch normalization

(BN), a rectified linear unit (ReLU) and a max pooling. Let x1
0 ∈ R128×128 represent the

output of the initial layer, which is the input of the first dense block.

Each dense block b ∈ {1, · · · ,B} comprises Lb layers, and each layer implements

a non-linear transformation H`(·), where ` indexes the layer. H`(·) is defined as a com-

posite function with three consecutive operations: BN-RELU-Conv. The most greatest

advantage of WaveSpyNet is that for the `-th layer (1 ≤ ` ≤ Lb and ` ∈ R+), the input

of H`(·) is the direct concatenation of all the previous layers, i.e., [xb0,x
b
1, · · · ,xb`−1].
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The output of the `-th layer is represented by:

xb` = H`([x
b
0,x

b
1, · · · ,xb`−1]). (4.9)

When the size of filters in convolutional layers changes, the concatenation operation

used in Eq. (4.9) is not viable. Thus, a transition layer is designed to change the size

of filters, which is between two consecutive dense blocks as shown in Figure 4.10. The

transition layer consists of a batch normalization layer, a 1 × 1 convolutional layer fol-

lowed by a 2 × 2 average pooling layer. The output of the transition layer is the first

input of the next dense block.

The above two operations are repeatedly conducted until arriving at the last dense

block. The output of the B-th dense block is the input of the prediction layer. A simple

linear function is used to produce a latent vector to represent the original input signal or

the transformed spectrogram. Actually, each signal contains N characters. In the imple-

mentation, we train a separate WaveSpyNet with the cross-entropy loss, and we choose

Adam, a light-weight stochastic function optimizer [128] to fine-tune the WaveSpyNet

parameters.

4.5 Performance Prototype and Evaluation

4.5.1 WaveSpy System Implementation and Integration

WaveSpy utilizes an FMCW mmWave probe equipped with a pair of 4×4 antenna

arrays. The transmission power is around one Millie Watt. The RF signal is processed

using the novel mechanism of the inverse synthetic aperture radar [141]. Besides, the

probe can be mounted on the wall or integrated with other portable devices like a laptop

or smartphone. Therefore, WaveSpy can launch the attack with a convenient and user-

friendly manner in real-world applications.
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Figure 4.11: The setup for the evaluation mainly consists of three parts: a mmWave
probe, screen, and wall.

4.5.2 Experiment Setup

4.5.2.1 Experiment Preparation and Data Collection

In order to comprehensively evaluate every possible form of the LCS response, we em-

ploy 30 digital screens and categorize them in six groups; specifically, nine monitors,

five laptops, three tablets, six smartphones, four wearable devices, and three other elec-

tronic devices. Among these, 21 devices have LCD displays and 9 have OLED displays.

All displays are well functioning with no defects. Their sizes vary between 1.5 inches

to 70 inches while the usage time ranges from 1 to 11 years. All screens are under the

default profile that is set to at the factory. The walls are made of wood and concrete, two

mostly used in modern buildings. We recruit ten anonymous participants. It is ensured

that every participant follows the host institute internal review board protocol. During

the experiment, the mmWave probe is placed 80cm from the screen and its initial posi-

tion is recorded as 0◦ orientation in the level plane. During the experimental phase, we

position the screen behind the wall or obstacle (see Figure 4.11).

In general, we conduct two sets of experiments to enable screen content type recog-

nition and sensitive information retrieval. We repeat each experiment for ten times for

every participant. For the content type recognition, we prepare and label 100 screen
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content types from common user activities, e.g., typing on Microsoft (MS) Word, and

collect 2s of sensing data for the specific content type on each trial. As mentioned

earlier, each participant is asked to repeat for 10 times. From the overall dataset, we

randomly extract 100 traces for each content type (totaling 100 x 100 = 10,000 traces)

with respect to an individual location. Unless specified, we randomly choose 7,000 out

of 10,000 traces from each device as the training set and the remaining for testing.

For the sensitive information retrieval, the participants were asked to input a diverse

set of sensitive information, including a PIN on the numeric keyboard. The official de-

fault interfaces are utilized here (e.g., system login), where only a certain region (system

default size) is changed along with the input while other areas stay unaltered. For ex-

ample, in S2A: Password Length, the font of a character is 10pt; in S2E: Password, the

size of a virtual button is 70× 50 pixels. For every piece of sensitive information listed

above on each device, we collect more than 21,000 traces beforehand to train a DNN

model. Notedly, the other 1,000 traces of data are utilized for the testing set.

4.5.2.2 Metrics

We employ Top-k (k = 1, 2 and 3) inference accuracy as the primary performance

metric, which implies the candidates with top k possibilities. Specifically, the system

generates a set of ranked candidates (i.e., PINs, lock patterns, or letters) for each trial.

We claim that a trial succeeds if the true input appears in the Top-k candidates. Top-

k inference accuracy is defined as the percentage of successful trials. Furthermore, to

evaluate the picture password, we utilize Distance Estimation Error (mm) to measure

the estimation error of the tapped position on the screen.

4.6 Evaluation I: A Control Study

In this section, we perform a control study to validate the legitimacy of our proposed

system design under the ideal environmental condition.
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4.6.1 The Performance of Screen Content Type Recognition

The performance of WaveSpy depends on the design of recognition approaches. To

investigate the sensitivity of classification model and verify the capability our selected

features, we perform a multi-level detail part (mentioned in Section 4.4.4) analysis,

denoted as L1, L2 and L3, towards two mostly used classification configurations, i.e.,

SVM and KNN. The data are acquired from the database, hereafter Data Collection,

built using our sensing system.

With respect to Top-3 inference, SVM achieves an accuracy of 90.71%, 94.13%,

and 99.13% for L1, L2 and L3 schemes respectively. Correspondingly, KNN achieves

78.19%, 87.89%, and 93.98% for the three schemes as shown in Figure 4.12. The

satisfactory performance on both classifiers indicates the effectiveness of our feature

vector (see Definition 2) in reflecting the unique and salient characteristics of LCS

responses, while the performance of SVM is superior compared to KNN for this ap-

plication. It is worth mentioning that during the acquisition of traces, the content on

the screen is not static because of several factors in the screen corner (e.g., UI anima-

tion, advertisements or updated news), which also increases the difficulty of this task.

Against the original belief that this may severely interfere with recognition performance,

WaveSpy maintains high inference accuracy, implying that the general layout (or tem-

plate) of the application is static and unique.

4.6.2 The Performance of Sensitive Information Retrieval

To maximize the efficiency of WaveSpy in retrieving the sensitive information, the

attacker may know the security mechanism employed by the victim on his electronic

device prior to performing an attack. However, due to the increasing growth of smart

devices supporting multiple login mechanisms, it would be ideal for the attacker if

WaveSpy system can precisely retrieve the victim’s input regardless of its length or

type. While ensuring that all the credentials were only known by the participants, we
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Figure 4.12: The overall performance for
screen content type recognition (Scenario
1) with three different detail parts and
two common classifiers.

Figure 4.13: The overall performance of
the sensitive information retrieval in six
types of login information (S2A∼F de-
scribed in Section 4.6.2).

investigate the realism of our attack model for three login methods and illustrate the

results in Figure 4.13.

4.6.2.1 Overall Performance of Login Attack on Physical Button

This login usually has two aspects sorted by the information type.

S2A: Password Length: Each participant was asked to input the password on the sys-

tem login of MacBook Pro. Notably, the resulting text on the screen is only shown as

an asterisk character. Thus, this attack aims to evaluate the performance of WaveSpy

in detecting the password length. The length of the password is within a typical range

of 1 to 16 [87]. Our results demonstrate that WaveSpy can precisely infer the pass-

word length with an average Top-1, Top-2, Top-3 accuracy up to 98.73%, 99.09%, and

99.56%, respectively, leading to a drastic reduction in the recognition period for the key

information. Moreover, we also can recover keystroke timings, that contains substantial

information about the password being typed, by continually recording the change of the

typed password length and the accuracy for the keystroke timing inference is 99.96%.

S2B: Numeric Password: We instruct the participants to press the respective key on the

numeric keyboard (i.e., 0-9) of a security intercom system, where the resulting 4-digit
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password is shown on the screen. In this attack, every password was input ten times.

As observed in Figure 4.13, the average Top-1, Top-2 and Top-3 inference accuracy for

the numeric password reaches up to 81.27%, 86.86%, and 90.03%, which significantly

reduces the numeric password entropy, further discussed in Section 3.8.

4.6.2.2 Overall Performance of Login Attack on Virtual Button

The information from virtual button can be represented in three subtypes as follows.

S2C: PIN: A four-digit PIN was fed by each participant for ten times to the PIN key-

board of iPhone 7 Plus. The average inference accuracy of Top-1, Top-2 and Top-3 is

up to 80.09%, 84.49%, and 87.77%, respectively. A typical mispredicted example is the

PIN ’1258’ is wrongly considered as ’1268’. The reason is that the ’6’ button is near

to ’5’, causing the similar LCS response. A similar phenomenon can be observed in

S2D and S2E. Upon careful analysis, we examine that the performance of this attack is

inferior compared to the numeric password (S2B), due to the smaller display area (see

Section 4.2.2) of the digital screen, which influences the characteristics of the received

LCS response.

S2D: Pattern Lock: Each participant was required to draw 10 lock patterns on the

pattern-lock keyboard of Nexus 5. The length of the lock pattern ranges from 1 to 6

units. For this attack, the average Top-1, Top-2 and Top-3 inference accuracy reaches

to 77.81%, 81.49%, and 86.93%, respectively. The inference accuracy is slightly lower

compared to previous four-digit PINs, as the UI correspondence of pattern locks changes

little, increasing the challenge for WaveSpy to retrieve the sensitive information.

S2E: Password: A password generally comprises 26 letters and ten single-digit num-

bers. The participants were required to type on the alphabetical keyboard of MSI GL62.

The length of the input varies from 1 to 8 characters. WaveSpy can infer passwords

with the average Top-1, Top-2, Top-3 accuracy up to 70.12%, 75.72%, and 81.19%, re-

spectively. In contrast to the PIN (S2C) and pattern lock (S2D), the password comprises

numerous combinations of letters and numbers while having a longer character length,
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which affects the system performance. However, the observed accuracy is still within

an acceptable range considering that the attacker can utilize other learning techniques to

guess the misclassified characters.

4.6.2.3 Overall Performance of Login Attack on Picture Password

For the attack on S2F: picture password, every participant clicked the specific loca-

tions on the digital screen of Dell U2415 using a cursor. The Top-1, Top-2 and Top-3

accuracy is 61.31%, 63.49%, and 68.86%, respectively. For more than 40% retrieval

taps, the distance estimation error is less than 5mm (1.9% of the screen side length),

which is within the UI correspondence area. Lower performance is observed due to the

miniature radius of UI correspondence (i.e., 6mm) and a high tolerance of the password

mechanism, which provides the users more freedom in selecting the specific location on

the screen as an input.

In conclusion, our results demonstrate the effectiveness of WaveSpy to facilitate

screen content type recognition and sensitive information retrieval under ideal condi-

tions. We further explore the system performance against varying sensing parameters

and real-world scenarios in the remaining sections.

4.7 Evaluation II: Robustness Investigation

4.7.1 Impact of Sensing Distance and Device Orientation

In practical scenarios, the attacker should be able to keep a certain distance or an angle

to avoid being discovered. Such a convenient practice, however, will lead to the chang-

ing distance and orientation between the screen and the mmWave probe. Therefore, it is

important to investigate whether these aspects will affect system performance. Specifi-

cally, we measure the different device orientations (from 0◦ to 40◦) at different distances

(from 20cm to 180cm). Following Section 4.5.2, we recollect the training and testing

set. Three participants select 100 screen content types at a random sequence shown on
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the Dell U2415. The results are shown in Figure 4.14. The average Top-3 inference

accuracy remains high when the sensing distance varies within 180cm (above 99.5%).

As for the orientation, although the reflected signal slightly changes due to the different

probe angles for each content type, the inter-type distinguishability among 100 screen

content types is significant such that each device can be correctly recognized. Thereby,

WaveSpy can facilitate portable and convenient screen attack in real practice.

Figure 4.14: The attack accuracy according to sensing distance (from 20cm to 180cm)
and device orientation (from 0◦ to 40◦) keeps over 90.25%.

4.7.2 Impact of Display Resolution

The display resolution is a crucial consideration in a real application, which is related to

the screen type. Specifically, we recruit five different screens with four different display

resolutions between 800× 600 (VGA) to 3840× 2160 (4K) pixels. For each resolution

setting, we evaluate the screen content type inference following the preparation in Sec-

tion 4.5.2 and re-prepare the training and testing sets. Figure 4.15 manifests that their

performance of average Top-3 accuracy can achieve up to 99.52%. Besides, the identi-

fication results all remain above 99.4%. Hence, WaveSpy can maintain a high success

rate in attacking screens under different display resolution setups.
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4.7.3 Impact of Screen Model

Due to the fact that many attacks rely on the screen model, we simulate a scenario where

the attacker lacks this prior knowledge. In this section, we evaluate the attack perfor-

mance under the impact of the screen model to verify the training data generalization.

To address this concern, we employ four devices for testing, including iPhone 6, iPhone

6s, Pixel 2 and MacBook Pro. We repeat the experiment of the screen content type infer-

ence (as described in Section 4.5.2). Importantly, we still use the previous training data

from iPhone 6. Notably, there are two iPhone 6 here, one for training, one for testing.

As shown in Figure 4.16, the testing results illustrate the inference accuracy. We observe

that the average Top-3 accuracy on iPhone 6 and iPhone 6s are the highest, 99.18% and

97.03% respectively, while others are both below 10%. The reason is that the tested

iPhone 6 and iPhone 6s have an equal or similar hardware structure with the training

device, which are entirely different from others. Moreover, the comparable accuracy on

iPhone 6s testing indicates that our trained classifier does not have the over-fitting issue

and can adapt to various usage scenarios. To sum up, results indicate that WaveSpy can

work across different screens with the same or similar hardware structures (see a further

discussion in Section 3.8).

Figure 4.15: Inference performance un-
der different display resolutions.

Figure 4.16: Inference performance un-
der different screen models.
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4.7.4 Impact of Cover Material

We consider the scenario where the user hides the screen in other materials to evade at-

tacks. Particularly, we collect five different daily-accessible materials (i.e., brick, glass,

plastic, wood, curtain, cardboard). We place the screen behind each of them and eval-

uate the screen content type inference accuracy for all nine monitors. The performance

is reported in Figure 4.17, where we can see that the overall accuracy for each is above

98%. Certain materials slightly affect the performance to some extent. This is because

WaveSpy utilizes a high-frequency signal and therefore has a small wavelength and

limited penetration ability. As a result, it is prone to the scattering reflection upon some

specific materials. Generally, WaveSpy still provides reliable performance in screen

content type recognition.

Figure 4.17: Evaluation to determine the
influence of cover material on the screen
content type recognition.

Figure 4.18: The system performance
for screen content type recognition un-
der the influence of different surround-
ing objects.

4.7.5 Impact of Occluded Objects

In this experiment, we investigate the influence of the static and moving surrounding

objects that affect the mmWave signals on the inference accuracy of screen content type.

For static objects, we select device case, book, cup, hamburger, and an extra screen. For
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moving objects, we perform this experiment with two participants, i.e., a participant

selects the screen content while another participant is moving with the same normal

walking speed as the surrounding object at different distances away from the screen.

For static objects, the performance is reported in Figure 4.18, where we can see

that the overall accuracy for each is above 98%, implying these surrounding objects

have a limited effect on the performance. For moving objects, we can observe that the

surrounding moving objects obviously affect the inference accuracy, but, the effect de-

creases as the distance increases. When the distance between the object and the screen

exceeds 45cm, the influence of surrounding objects becomes negligible. This is because

the mmWave wave has a high directionality and controlled sensing angle, decaying ex-

ponentially with respect to distance from the screen to the surrounding objects. This

experimental result demonstrates that it is not easy to disrupt WaveSpy using surround-

ing objects.

4.7.6 Impact of Open World Scenarios

In real practice, the attacker may also aim to extract text from the screen. By referring

to a recently publish work on screen attack [96], we conduct an experiment on Dell

U2415 under the open-world setting to verify whether we can extract content from the

screen. We collect 30 paragraphs and each paragraph contains at least 60 words. In trace,

each character lasts 0.5s, typed on the virtual keyboard. Following Section 4.5.2, we

recollect the training and testing set. The results present the average Top-3 accuracy for

word inference is 81.3%. For example, the word ”implicitly“ is incorrectly recognized

as ”inplicitly“. Similar analysis is further discussed in Section 4.8. This performance

can further improve by coordinating with the dictionary [70]. This experimental result

demonstrates that WaveSpy can perform the screen attack under different open world

setups.
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4.8 Evaluation III: Real-world Screen Attacks

Figure 4.19: The carry on attacks are conducted in three locations, i.e., hall, office and
cafeteria on the Macbook Pro. The probe is hidden in a normal handbag arousing no
suspicion to victim and nearby surrounding.

Experimental Setup: Due to the portability and low cost of the setup, eavesdroppers

can access a target screen used in public spaces. Therefore, we conduct a real-world

screen attack. The studied sites involve three common locations in daily life (i.e., of-

fices, hall and cafeteria) as shown in Figure 4.19. For each site, the participants were

instructed to use the digital screen placed behind the wall or obstacle. The content type

and the sensitive information are displayed on the screen at a default font (i.e., 9-12pt).

It is important to note that these sites are different from the environments described in

Section 4.3.2 where we collected the prior data and characterized the LCS response.

Evaluation Results: Table 4.2 shows case studies for four attack trials on the screen

content type recognition and sensitive information retrieval, including their correspond-

ing ground truths. We can see that, in MS Word types, it was wrongly recognized as MS

Visio at the cafeteria location. The reason is that these two types have a considerably

similar layout, confusing the classifier. The password mistake happens at the cafete-

ria, where recognizes the ’c’ into ’v’. It is because these two characters have adjacent

locations on the screen, leading to similar LCS responses. Although in the sentence

retrieval, the results are not as good as a PIN, it still shows a huge potential for the sen-

sitive sentence or content eavesdropping. Besides, we also conduct a sustained attack

on the screen content type recognition, in an attempt to acquire the user activities usage
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Table 4.2: Error Examples of the real-world attack at three different locations against
the ground truth.

Attack
Scenario

Attack Results on Different Locations Ground
TruthHall Office Cafeteria

#1
MS

Word
MS

Word
MS

Visio
MS Word

#2 a1b2c3 a1b2c3 a1b2v3 a1b2c3

#2

Good
Night

Good
Night

Good
Nitht

Good Night

Have A
mice
Day

Have A
Nict
Day

Habe A
Nocw
Day

Have A
Nice Day

statistics. The usage statistics analysis for three hours at the office location with Top-1

accuracy is shown in Figure 4.20. Note that our WaveSpy can be applied to monitor the

user activities for a long time with high inference accuracy 96.2%. Though some per-

formances appear lower than those of the above performance, we can improve them by

adjusting the characteristics of the antenna according to the screen position. In contrast,

if eavesdroppers identify the screen to be attacked in advance, they can optimize their

setup according to profiling results. Moreover, an optimized antenna makes the maxi-

mum stealing distance much longer. Thus, the result suggests that our system provides

reliable performance in real practice.

4.9 Countermeasures

Creating a large isolation zone (e.g., over ten thousands of square feet) is effective to

defend most of the screen attacks, including WaveSpy. However, it is not practical

(e.g., cost and usability) in real-world scenarios. In this section, we will discuss two sets

of practical countermeasures against the WaveSpy attack. The first countermeasure set

is cost-effective, altering either hardware or user behavior to mitigate the security risk.
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Figure 4.20: Usage statistic analysis of on-screen content type recognition for 3 hours
at an office location. The inner loop indicates the ground truth while the outer loop
demonstrates the usage statistics inferred from WaveSpy.

The second countermeasure set is zero-cost, a purely software-based solution with no

hardware or user cooperation requirement.

Figure 4.21: Examples of countermeasure solutions: (a) conductive hardware shielding;
(b) side-channel inference with a jamming device; (c) corresponding UI elimination
towards button touch; (d) randomized keyboard layout.

Cost-effective Approaches: To counter the attack, we introduce a cost-effective solu-

tion set including four protection strategies in Figure 4.21. In general, we explore the

mmWave signal transmission drawback, and thus a shielding technique is proposed to

isolate electrical devices from the “outside world” as shown in Figure 4.21(a). However,

if the shield covers the full display surface, the usability of the screen drops significantly.

Besides, deploying the shield needs extra human labor and increases the cost. Another

possible way to avoid the attack from the mmWave is to make use of the receiving

channel limitations. We employ a wireless jamming device that continuously transmits
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noise signals to block the probe receiving channel as shown in Figure 4.21(b). Yet, in

real practice, such an approach is hard to achieve, since the jamming device needs to

know the attack frequency in advance. In addition, a straightforward countermeasure is

to focus on the LCS response inhibition. We automatically prevent the usage of the UI

reminder when inputting sensitive information, i.e., making no change on the screen, as

shown in Figure 4.21(c). Also, another sophisticated defense exploits the same princi-

ple, which is to randomize the layouts of the keyboard grid as shown in Figure 4.21(d).

However, both countermeasures can dramatically decrease the user experience.

(a) Tax return form (b) Credit card login

Figure 4.22: Two examples of the countermeasures with the interleaving screen.

Zero-cost Approach: Defense approaches above require either additional hardware or

user behavior changes. In this part, we investigate a novel defense approach with zero

cost, namely high-frequency interleaving screen. This approach exploits the display

mechanism and leverages the RF probe sensing limitation. As indicated in Section 4.6,

the least LCS response duration for attacking lasts from 40 to 100ms, equal to 10-25Hz,

while at the same time, the refresh rate on modern display is usual higher than 60Hz.

Since screen refresh rate is higher than probe sensing frame rate, we can scribble mul-

tiple frames (e.g., adding full-screen flicker marks) within the frame periods to deter

attacking, while preserving viewing experience by taking advantage of human eyes’

flicker fusion effects [253, 258]. Two examples of flicker marks are illustrated in Fig-

ure 4.22. We recollect 20 screen content types with the flicker makers as the testing

data, combined with the training data in Section 4.5.2. The results with the flicker mark

demonstrate the average Top-3 accuracy of 3.7%, which confirms the feasibility of this

protection.
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4.10 Related Work

Electronic Device Emanations: The electronic device functioning of various state-of-

the-art sensors leaks critical information that can be acquired to infer application us-

age and screen activity. Previously, researchers have explored the threat of keystroke

inference attacks based on observing the motion [56] or multiple sensor data in the de-

vice [149, 155, 156, 161, 248] and tablet backside motion patterns through vision-based

monitoring [174, 214, 252]. Given the adversary has access to the target electronic de-

vice, the smudges on the screen can be investigated to construct critical information

about recent user activity [51]. However, these attacking solutions cannot work in our

attack model without line-of-sight. The intensity of light emitted from the cathode-ray

tube (CRT) displays can be analyzed to reconstruct the text information shown on the

display; however, it is only feasible in dark environments without the interference from

other lighting sources [131]. Furthermore, the digital screens leak electromagnetic (EM)

or other emanations that can be exploited by an adversary to steal the information dis-

played on the screen or from a login [87,96,109,137,257]. However, this type of attack

highly depends on the power supply of the screen. Along with the power management

development, there is a visible trend that the low-cost technology will be widely de-

ployed in most screens, and thus the scaling of these emanations decrease dramatically

making emanation-based attacks fail. In addition, in EM strategy, the attacker must be

extremely close to the victim screen and acoustic-based solutions require no occlusion

or obstacle, which hardly work under the setting of this chapter. Besides, it is worth

mentioning that although some EM-based attacks have tried to visualize the results by

combining the predicted results with the pre-capture screen image [109], the feasibil-

ity of the remote image visualization rests on the assumption that the attacker gets the

pre-capture screen image of the victim, which is not the real image reconstruction. As

aforementioned, these attacking strategies cannot work under the setting in this study.

Compromising Reflections: The sensitive information displayed on the digital screens

to the user cannot be extracted from only be device side-channels, but also the screen’s



81

optical emanations on nearby objects. A novel screen-based attack was presented which

exploits the comprising reflections on the objects (e.g., eyeglasses, teapots) that are in

proximity to the screen posing a significant threat to the privacy of the information dis-

played on the screen [53]. Even the diffused reflections from a wall or shirt can be

employed from the reconstruction of the projected image using a digital camera [52].

Another form of compromising reflections can be obtained by tracking the diverging

positions of victim’s fingers during typing while they are reflected from proximity ob-

jects or even obtainable from long-distance view [48, 70, 194, 246]. All the work above

is ineffective in our attack model.

Remote mmWave Sensing: In the last decade, mmWave radars have been extensively

employed in both research and practice to detect the target’s inherent motion (e.g., car-

diorespiratory and gesture sensing [115, 144, 145]) for vital signs monitoring and user

authentication. Studies have demonstrated the feasibility of remotely detecting the hand

motions and physiological features, such as heart rate and breathing patterns [143,167].

However, given that the underlying characteristics of the mentioned applications rely

on Doppler motion, they cannot be directly applied to sense through the target or other

obstacles (e.g., packages and luggage). While some researchers [47, 238, 259] explore

the propagation of the mmWave through-wall and through-objects, the systems are still

inapplicable for a target with specific mmWave-absorption characteristics. To the best

of our knowledge, the proposed WaveSpy is the first non-contact mmWave sensing ap-

plication that aims to exploit the LCS response to achieve the screen attack through the

occlusion.

4.11 Conclusion

In this chapter, we first identified and validated a new and yet practical side-channel to

infer contents on digital screens via the liquid crystal nematic state sensing in isolation

scenarios. We started from the basic functioning mechanism and LC nonlinear effect

in digital screens on the personal device and analyzed the LCS response. Then, we de-
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signed a portable, low-cost, and energy-efficient 24GHz mmWave probe and proposed a

novel end-to-end deep learning-based hierarchal module to recognize the screen content

type and retrieve the sensitive information on digital screens. Furthermore, extensive

experiments indicated that the proposed WaveSpy achieves more than 99% inference

accuracy through-wall within 5m distance with a centimeter-level screen solution. The

Top-3 sensitive information retrieval rate of the proposed WaveSpy is up to 87.77%.

Various levels of evaluation proved the robustness, reliability, and efficiency of our pro-

posed WaveSpy. Finally, we recommend that privacy-sensitive systems should pay

considerable attention to this new side-channel and increase the screen security (e.g.,

flicker mark).



Chapter 5
FerroTag: A Paper-based

mmWave-Scannable Tagging

Infrastructure

5.1 Introduction

An impressive amount of capital in the U.S., about 1.1 trillion dollars in cash which are

equivalent to 7% of the entire U.S. GDP, is tightly associated with inventories [3]. As

a result, inventory management (i.e., the supervisory mechanism for tracking the flow

of goods from manufacturers to warehouses and from storage to the point of sale) has

become a critical component in the whole commercialized business. According to the

newest 2019 report from Statista [36], business respondents, who are all manufacturers

and retailers, rated warehouse management as the most important business investment

in 2017 as 90% of the inventory are stationary (e.g., stored in warehouses) [35]. The

reports also indicate that most companies are willing to upgrade the current existing in-

ventory management systems to further promote efficiency in daily routines and manage

business growth [104].
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Figure 5.1: FerroTag, a paper-based mmWave-scannable tagging infrastructure, can
replace the traditional tagging technologies for mass product counting and identification
in inventory management.

Currently, there are two types of tagging technologies employed in most existing

inventory management systems, i.e., barcode and radio-frequency identification (RFID)

[37]. Barcode is a printed patternized identity which is read by a laser scanner [27].

However, since barcode technology relies on invisible/visible light (i.e., a medium can

hardly travel through obstacles) for information acquisition, the scanner must align with

the barcode in line-of-sight to recognize the identity [196]. In addition, ordinal scanners

limit to processing one barcode at a time [69]. Different from the printable barcode,

an RFID is an electronics consisting of a circuit and an antenna, which encodes and

transmits the data/identity in RF wave (i.e., a medium can pass through barriers) [92].

Although RFID has the advantage over the barcode in terms of scanning efficiency, there

is a significant hindrance causing the financial and environmental costs. One RFID tag

costs from 0.18 − 30 US dollars [6, 38]. Moreover, RFID tags cannot be naturally
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degraded after use and become a kind of e-waste in most cases [176]. Giving the fact

that the inventory system is essential for business growth, there is an urgent need to

develop a better paradigm for tagging technologies.

In this chapter, we introduce FerroTag as an advanced tagging infrastructure to pro-

mote inventory management system, i.e., a critical part in the modern commercialized

business. In particular, FerroTag is featured as (1) Ultra-low cost: the tag is highly

affordable for large scale deployment; (2) Environment-friendly: the tag is based

on ordinal papers and with non-toxic inks, which are safely disposable and naturally

degradable; (3) Battery-free: the tag is completely passive requiring no power supply;

(4) In-situ: multiple tags are accurately read by a scanner outside the line-of-sight. As

shown in Figure 5.1, the application scenes of FerroTag include manufacturing facto-

ries, warehouses, and retail offices.

Specifically, FerroTag is a paper-based mmWave-scannable tagging infrastructure.

A pattern printed by naturally degradable ink is served as an identity [185]. Thus, it

is highly economical, environmentally harmless, and fully passive in its origin. In or-

der to realize FerroTag, we need to address two technical challenges in this work: (a)

design and implement a paper-based mmWave-scannable tagging infrastructure for the

inventory management system. The foundation of FerroTag rests on the FerroRF ef-

fects. When RF signals meet surfaces and objects, a responsive RF signal will be gener-

ated [232]. In our application, when there is an RF signal passing through, a ferrofluidic

ink print will generate a recognizable response (hereafter, the FerroRF response) which

is associated with the ferrofluidic print pattern (i.e., the tag identity). To retrieve and

recognize the identity, a fine-grained response analysis protocol is developed. First of

all, to protect the FerroRF response from distortions, a range resolution analysis and an

envelope correlation function are applied. Secondly, we extract a set of critical scalar

features (n = 25), including ten most impactful ones based on Mel-frequency Cepstral

Coefficients. In the end, the selected features are fed into a classifier containing a clus-

ter of decision trees (m = 150) for identification. In addition, by analyzing the angle
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of arrival, multiple tags can be simultaneously detected and identified. (b) Model and

optimization of the FerroRF effects for high capacity. We first investigate and establish a

mathematical model of the FerroRF effects. The FerroRF response is generated by the

magnetic nanoparticles within the ferrofluidic ink. Since the quantity and the arrange-

ment (i.e., three-dimensional locations) of particles are varying along with any variation

in a ferrofluidic ink printed pattern, a unique pattern can be served as a non-contact

retrievable identity as it can generate a unique FerroRF response. Secondly, with the

in-depth modeling and understanding of the FerroRF effects and response, we study a

systematic approach to optimize the variation of the FerroRF effects by designate tag

patterns such that it contains only succinct geometric features but can be used to room

high-capacity identities in the tagging infrastructure. More specifically, we investigate

and evaluate an innovative nested pattern for tagging design in FerroTag, which can

provide a large number of identities with regulations to a vast amount of products in

inventories.

5.2 Background and Preliminaries

5.2.1 FerroRF Effects

Ferrofluidic ink is colloidal liquids, whose core components are magnetic nanoparticles

(e.g., ferrite compound-Magnetite powder), carrier fluid that suspends the nanoparticles

(e.g., organic solvent), and the surfactant that coats each magnetic nano-particles [230].

The quantity and the arrangement of these magnetic nanoparticles reflect into the unique

characteristic frequency responses when tags are probed by broadband radio frequency

(RF) signals as shown in Figure 5.2. When a fundamental tone is passed through the

ferrofluidic ink, magnetic nanoparticles modulate the response signal and generate ad-

ditional frequency tones besides the fundamental one as formulated in Section 5.2.2.

mmWave is an emerging technology (e.g., 5G network) and it is worth to mention

that object (e.g., tags) presence detection, tracking and localization through mmWave



87

Figure 5.2: The ferrofluidic pattern generates a FerroRF response under the RF beam.
The FerroRF response is associated with intrinsic physical characteristics of tag pattern.

signals are intensively studied in the past years [64, 225, 239, 242, 255]. In contrast

to other RF sensing modalities such as WiFi [233] and acoustics [159], mmWave has

an excellent performance in term of the directionality and owns the superiority in high

tolerance to ambient noises (e.g., sound, light, and temperature) and less surface scatter-

ing. Furthermore, mmWave facilitates a micron-level shape change resolution making

it feasible to monitor the pattern shape change, which in case of shape size occurs at the

range of 2-3mm [202]. Considering that mmWave is becoming the key carrier in the

next-generation wireless communication, we will investigate the FerroRF effects under

the applications of mmWave signals.

Hypothesis: It is indeed the FerroRF response (i.e., harmonics or inter-modulation)

that contains the unique characteristics of the tag, which can be treated as an intrinsic

and persistent identity of the tag. Different geometric shapes and sizes of ink patterns

on tags can be meticulously designed; these discrepancies are sufficient to alter the

frequency responses and induce unique, measurable fingerprints which associate with

the ink patterns. Therefore, it is possible to utilize a mmWave probe to force tags to

radiate the response signature that reflects their unique properties and can be used for

object counting and identification.

5.2.2 Modeling on FerroRF Effects

In this part, we further explore the FerroRF effects. Before completely understanding

the tag modulation on the response signal, it is crucial to model the FerroRF effects.
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When a fundamental tone is passed through the tags, the ferrofluidic patterns modulate

the response signal and generate additional frequency tones besides the fundamental one

as formulated in Equation (5.1):

r(f, τ, t) = Rf,t(τ)
⊗

hf (t), (5.1)

where r(f, τ, t) is the signal modulation function of ferrofluidic due to the stimula-

tion of millimeter wave [223]. Rf,t(τ) is the signal reflection function based on: τ -

volume makeup of ferrofluidic, f-range of frequency, and t-time instant.
⊗

stands for

convolution computing and hf (t) is the ideal band-pass filter function for the carrier

bandwidth [141]. In the following equations, we model the relation between τ -volume

makeup of ferrofluidic and signal modulation function, in which the volume makeup,

consisting of three dimensions, is the geometric pattern that can be manipulated with

tag pattern design.

Rf,t(τ) =
Rf,t(τ)1

Rf,t(τ)2
,

Rf,t(τ)1 = exp(2γd(τ)L)(γd(τ)− γ0(τ))(γ(τ)+

γd(τ)) + (γ0(τ) + γd(τ))(γ(τ)− γd(τ)),

Rf,t(τ)2 = −exp(2γd(τ)L)(γd(τ) + γ(τ))(γ0(τ)+

γd(τ)) + (γ0(τ)− γd(τ))(γ(τ)− γd(τ)),

γ2(τ) =
π2

a2
− ω2ε0µ0εµ

∗(τ),

(5.2)

Rf,t(τ) has two parts in the mathematical presentation. γ0 and γ are the propagation

constants in the empty and ferrofluidic parts of the wave-guide, respectively; γd is the

propagation constant of the wave in the dielectric. L is the thickness of dielectric inser-

tion. d represents the diameter of the ferromagnetic particles; a is the size of the wide

wall of the wave-guide; π is the ratio of a circle’s circumference to its diameter. ε0 and

µ0 are the electric and magnetic constants, respectively; ε and µ∗ are the permittivity

and the permeability of the medium that fills the wave-guide cross section, in which

ferrofluidic presents, respectively. This shows the relationship between ferrofluidic’s
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permeability of millimeter wave and and the volume makeup, which we further model

with Equation 5.3.



µ∗ = 1 + χm
′
(τ)− jχm”(τ),

χm
′
(τ) =

γτML(σ)

ωHn

(1 + η2)
2
Hn

4 + (η2 − 1)Hn
2

(1 + η2)2Hn
4 + 2(η2 − 1)Hn

2 + 1
,

χm
”(τ) =

γτML(σ)

ωHn

ηHn
2(1 +Hn

2(1 + η2))

(1 + η2)2Hn
4 + 2(η2 − 1)Hn

2 + 1
,

(5.3)

where τ is the volume makeup of ferrofluid which is manipulated with our tag design,

as shown in Figure 5.3. χm
′ and χm” are the real and imaginary parts of the magnetic

susceptibility, respectively [223]. Hn is the reduced magnetic field η = ξ( 1
L(σ)
− 1

σ
); Hn

= γH
ω

; σ = µ0MdV
kT

H , σ is a combined parameter of the magnetic fluid; Md is a saturation

magnetization of the solid magnetic. V = πd3

6
is the volume of a ferromagnetic particle;

ξ is the damping constant of the electromagnetic wave in the magnetic fluid; For spher-

ical ferromagnetic particles, it is assumed that the dielectric properties of the magnetic

fluid are independent of the magnetic field [223, 224]. To summarize the foregoing ex-

ploration, the FerroRF response can be affected by adjusting the ferrofluidic ink pattern

shape and size.

5.2.3 The FerroRF Effects on Tags

Proof-of-concept: To gain evidence on the validation of the Hypothesis, we conducted

a preliminary experiment using 6 different tags with different patterns. Each tag pattern

is attached to the right in Figure 5.3. These tag patterns are made by ferrofluidic ink

with a regular copy paper following the Arabic numerals shapes of 1 to 6, which are

different from aspects of the size and the shape. Six different tags are stimulated with

the mmWave probe with a distance from the devices. The reflected signal profile is

explored in the spectrum domain. As shown in the range frequency spectrum graph (see

Figure 5.3), the x-axis is the frequency, and the y-axis is the amplitude of the received

signal. The various sub-carrier frequencies can be clearly observed that, separated from
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Figure 5.3: The FerroRF responses (in the red box) of six different patterns (in the
upper right corner) are distinct in both frequency spectrum and amplitude after the mod-
ulation, indicating the feasibility of FerroTag counting and identification.

the clutter of the artifacts, their FerroRF responses are distinct at the frequency and

amplitude. To conclude, the results are significantly promising, implying that given the

massive amount of tags, variations have sufficient space to be served as powerful identity

resources.

A Study on Package Box: After we confirm the FerroRF responses from different tag

patterns are diverse, there is still one remaining challenge. In real-world applications,

FerroTag can be placed on the package box. As a result, we need to investigate whether

the surroundings, such as package box, will disturb the FerroRF response and interfere

the tag identification. We investigate an example of the interference from the package

box, when a mmWave signal comes through the tag, in Figure 5.4. We first put a pack-



91

age box without the tag before the mmWave probe. As shown in the range frequency

spectrum graph (see Figure 5.4a), where the x-axis is the frequency of the received sig-

nal, the y-axis is the power spectral density (PSD) [240] of the received signal, we can

observe that the reflective signal from the package box is stable and visible. Further-

more, we attach a tag on the package box, and then reacquire and analyze the mmWave

signal as shown in Figure 5.4b. A comparison between these two trial results confirms

that these two PSDs are significantly distinguishable, which proves the feasibility of the

tagging infrastructure in real practice.

(a) The object package PSD analysis without the
tag.

(b) The object package PSD analysis with the tag.

Figure 5.4: An example of the object package PSD estimation analysis without and with
interference from FerroTag.

5.3 FerroTag System Overview

We introduce FerroTag, a paper-based mmWave-scannable tagging infrastructure to

facilitate mass object counting/identification of the inventory management. The end-to-

end system overview is shown in Figure 5.5.

Tag Fabrication: The primary physical components of FerroTag are a series of fer-

rofluid patterns printed on a normal substrate, e.g., copy paper. The tag patterns can
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Figure 5.5: The system overview for FerroTag to in-situ identify the tag patterns. It
comprises of the ultra-low cost tag with one mmWave sensing module in the front-end
and one tag identification module in the back-end.

be highly customized. The tag can be manufactured via a variety of mass-produced,

easy-to-use and widely accessible manufacturing methods.

Tag Scanning and Identification: A mmWave probe is proposed to remotely and ro-

bustly acquire the tag’s FerroRF response for identification. Specifically, the probe

transmits a mmWave signal and processes/demodulates the reflected response signal.

Once receiving the data, the tag identification module first performs the preprocessing

to correct the distortion and extracts the spatial-temporal features. After that, an effec-

tive classification algorithm is developed to count the tag number and recognize the tag

identity.

5.4 Tag Design and Implementation

5.4.1 Basic Tag Pattern Study

To diffuse ferrofluidic materials in to the substrate, we print a ferrofluidic ink pattern

directly on the substrate surface. In this process, the depth variation compared to its

length and width is negligible (typically less than 0.1% on a tag that is 20x20mm), and

the pattern can be considered pseudo-2D. As a result, we utilize 2D geometric shapes to

characterize these ferrofluid printed pseudo-2D patterns and test the FerroRF response.

For designing an appropriate tag pattern, we analyze the area to perimeter ratios

of some typical geometric shapes. The area to perimeter ratios of triangle, rectan-
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Figure 5.6: The design of four basic tag patterns.

gle/square, pentagon, and circle are around 0.14l, 0.25l, 0.2l, and 0.25l, respectively.

It is worth to mention that other shapes (e.g., hexagon, octagon, and decagon) can be

decomposed by two or more regular shapes. Among our design in Figure 5.6, both the

square and the circle have the highest area to perimeter ratio, but the circle saves more

than 21% space compared to the square. Also, we notice while the tag pattern is more

complex, the pattern has more forms of presentation (i.e. more potential component

combinations and identity capacity under certain layouts). We further introduce a for-

mal approach to generating a nested geometric for robust and high-capacity tag design.

5.4.2 Prototyping of FerroTag

5.4.2.1 FerroTag Pattern Design Systemization

In order to better characterize the tag capacity, we propose the pattern complexity score

φ(z) of a tag pattern to evaluate the pattern complexity. Specifically, φ(z) is estimated

in Equation (5.4): 
ψ =

L−1∑
0

zip(zi),

φ(z) =
L−1∑

0

(zi − ψ)2p(zi),

(5.4)

where z is the grayscale of the image, p(·) is the histogram of the image, L is the

grayscale level, ψ is the average of z, and φ(z) represents the complexity of the tag,

which is also the variance of the histogram [186]. As shown in Figure 5.7, all scores of

the basic patterns ((a)-(h)) are below 200. Besides, the complexity of a nested pattern

(see Section 5.5) is at least twice than that of the basic pattern. Therefore, we define the



94

threshold as 400 empirically. When the score is larger than 400, the tag is treated as a

nested one. Based on φ(z), the tag can then be categorized according to the correspond-

ing rules in Section 5.4.1 and 5.5.

Figure 5.7: Representative tag designs with different complexity scores.

5.4.2.2 FerroTag Printing

FerroTag Substrate: A paper based ferrofluidic ink printed tag is selected to achieve

ultra-low cost, wireless, and secure counting of target objects. Papers are extremely low

cost nowadays, and its price can become minimal in mass production [2].

FerroTag Printing Machine: To rapidly prototype the tags, we design a new FerroTag

printing machine that is capable of producing printed tags. The prototype is based on a

commodity printer, including two system support components.

Hardware Development: For the ease of implementation, we employ the modal of

inkjet printers as the base of our printing machine. The main task is to revitalize an

ink cartridge for ferrofludic printing. As shown in Figure 5.8(a), in order to replace

printer ink or refill with ferrofluidic ink, a syringe is used to transfer ferrofluidic ink

from container to cartridge safely. Syringe with needle diameter greater than 3mm

is preferred due to the sealing nature of ferrofluidic ink, which causes plunge from

pushing it into a cartridge. The needle needs to be kept at least 1cm below the surface

of container and cartridge, as the ferrofluidic ink tends to form bubbles and splash over
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working area. In case that a cartridge is not revitalizable, we fabracate a 3D printable

Cartridge that is physically compatible with manufacture’s cartridge. After 3D printing

the Cartridge, we inject the ferrofluidic ink without the need to remove ink residue,

which is time-efficient and prevents the residue from contaminating ferrofluid. After

injecting the ferrofluidic ink to the Cartridge and replacing manufacture cartridge with

3D printed Cartridge, procedures including print-head alignment, cleaning, and testing

are carried out to remove ink residue in the printer. To prevent the printer from printing

with an empty Cartridge, we design the Supply Manager module that estimates the

ferrofluidic ink level in the printer based on Cartridge’s usage.

Software Development: To reduce the tag edit time, we develop a FerroTag Gener-

ator in the software stack that can efficiently generate tags in a mass scale, as shown in

Figure 5.8(b). Users first input the number of tags to be printed, then the FerroTag Gen-

erator activates the Randomizer to generate parameters for the Executor. Afterwards,

the Executor utilizes the parameters and follows Algorithm 3 (mentioned in Section 5.5)

to generate tag image files.

After obtaining the generated patterns, we need a layout management to efficiently

arrange tags on the substrate. Therefore, we add a custom-built Layout manager that

transforms a set of tag images into a print-friendly printing layout, which is compatible

with native printer drivers. The Layout editor first trims the tag images by removing

white or transparent pixels, then, the size of each image is adjusted to user defined value

from the Size controller via image processing technique such as bi-linear interpolation

[158]. After that, the Layout editor concatenates images in a layout that best fits the

paper size selected by users.

Alternative Fabrication Solution: With consumer-grade 3D printers becoming more

pervasive, accessible, and reliable, users employ 3D printing technology to print Ferro-

Tag molds. As shown in Figure 5.9, we propose a new method of producing FerroTag

utilizing the inexpensive, reusable, and durable 3D printed molds with basic geometric
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Figure 5.8: (a) shows the experimental setup for the retrofitted off-the-shelf printer em-
ployed for the mass manufacture. (b) illustrates the improved system architecture with
hardware and software developments.

shape, as an alternative of modified inkjet printing. After the 3D printing stage, a firm

tag can be drawn on the paper with a basic brush in seconds.

Figure 5.9: Several molds by 3D printing for the accessible manufacture.

Cost Analysis: The total printing costs originate from the printer and the consumable

items. The commercial printer costs around $60 [32]. In our system, the 3D printing

mold costs less than $1, the ferrofluidic ink costs around $9 for 60ml (around 0.15$/mL)

[28], and the Staples copy paper we use costs $57 per 5000 sheets [29]. We find that

per 10ml of ferrofluidic ink could produce more than 500 sheets and one sheet can

carry more than 24 tag patterns. Therefore, the cost of one tag (i.e., ferrofluidic ink and

paper) is less than one cent. Moreover, the cost can be further reduced under massive

production.

5.5 FerroTag Advancement

In this section, we further investigate the advanced pattern design to enlarge the tag

capacity and strengthen the robustness. The traditional approach is to utilize the stripe
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pattern design [94], which has a fixed stripe layout and completes the tag pattern change

through the line width. However, such design is not applicable for this application since

the ink can expand and involve the adjacent lines, which can severely devastate the

corresponding FerroRF response. Therefore, we develop an advanced nested geometric

design. Inspired by the concentric zone model [42], the nested pattern is a multiple-

layer pattern produced through a series of iterations of components. With this multiple-

layer iteration mode, the nested pattern allows tag capacity to increase exponentially

with respect to the increment in number of layers, which shows a huge capacity for

this application. Besides, we introduce a component, Hollow, between layers to aid

resisting the ink expansion interference. Furthermore, learned from our preliminary

design exploration from the volume of ferrofluidic ink, the design complexity as shown

in Figure 5.3 and Figure 5.7, respectively, we propose the design protocol, containing

three key components: spiral line, hollow, connection as shown in Figure 5.10.

Figure 5.10: The illustration of the advanced tag pattern design, including three compo-
nents: hollow, connection and spiral line.

Spiral Line: FerroTag is based on a set of nested circles that effectively utilizes two

dimensional substrate surface space. To reduce ferrofluid usage on paper substrate, we

apply a set of nested arcs (i.e., spiral lines) to substitute nested circles. The parameters of

spiral lines can be adjusted to manipulate the tag capacity. We first define the number of

spiral line layers and the cardinality as N and C, respectively. Cstartpos is the cardinality

of starting position of the spiral line in term of angle in degrees for each layer, given the

ability to rotate 360◦, we set each possible starting position exactly 1◦ apart, resulting

Cstartpos = 360. Cendpos is the cardinality of ending position relative to starting position
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in degrees for any layer, this determines the length of the spiral line length = endpos.We

set Cendpos = 361 to hold values 0 to 360, where 0 represents absence of spiral line and

360 represents a complete ring. In summary, the capacity contributed by spiral lines can

be calculated as (Cstartpos × (Cendpos − 2) + 2)N , where (Cendpos − 2) acknowledges

empty spiral line and full ring being same in any starting position.

Hollow: To allow a range of error tolerance, we develop hollow structure. As the ink

takes time to sink into paper substrate, it can overlay with another line from the printer

head, a hollow structure can reduce the probability that ink spreads and overlays on top

of other undesired lines. In addition, enlarging hollow space can reduce ink usage and

lower cost.

Connection: Adding connections increases tag capacity with the variations of connec-

tion between every two layers. We first define K, the number of connections between

two layer, and CK , the number of connections between adjacent layers. CKV is the

binary cardinality for each connection to be present or not, a connection is absent rep-

resented by KV = 0, and present presented with KV = 1. The capacity of connections

alone can be calculated by CKV (CK)(N−1)

.

Figure 5.11: Four different advanced ferrofluidic nested tag patterns.

Tag Design: The design of ferrofluid nested pattern is illustrated in Algorithm 3. For a

nested pattern (see Figure 5.11), the number of spiral line layers, radius of each spiral

line, length of each spiral line, and starting position of each spiral line are preset by users

or randomly distributed as input. We establish SpiralLine() and Connection() functions

based on the preset parameters. By calling these functions, array of tuples that stores

spiral line and connection points are generated. The algorithm iterates layers by layers to

generate tag patterns. In detail, the algorithm first transforms between polar coordinate
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Algorithm 3: Nested Pattern Design Generation in FerroTag
Input: N : The number of spiral line layer; R: Array of radius for spiral lines;

L: Array of length of spiral lines; S: Array of starting point of spiral
lines; K: Array of connection positions

Output: I: The generated tag pattern
1 Initialize N, R, L, S;
2 I.append(SpiralLine(index, 0, L, S));
3 index← 1;
4 while index < N do
5 I.append(SpiralLine(index, R, L, S));
6 I.append(Connection(index, R, R−1, K));
7 index+ +;
8 end
9 return I;

and Cartesian coordinate, and then performs trigonometric calculations for each position

such that pixel coordinates in the pattern are stored directly after calculation.

The Tag Capacity Estimation: We estimate the capacity of the tag with the model

of Equation (5.5), where N is set as five for high capacity and proper size, and K is

set as six to avoid overlapping connections as well as enable enough tag capacity. CN

is the total cardinality based on N . Based on these settings, the tag capacity can be

mathematically modeled as follows:

N > 1, CK = 2, CKV = 2,

Cstartpos = 6,

Cendpos = 7,

CN = (Cstartpos × (Cendpos − 2) + 2)N × CKV (CK)(N−1)

= (6× (7− 2))5 × (224) > 8.5× 1012,

(5.5)



100

5.6 mmWave-Scannable Identification Scheme

5.6.1 FerroRF Response Signal Acquisition

We introduce the RF hardware in FerroTag to stimulate and acquire the FerroRF re-

sponse from tags. Pulse-Doppler radar that emits a set of periodic powerful pulse signals

has been largely used in airborne applications [154], such as the target range and shape

detection. However, when a short-time pulse stimulus, which has an infinite frequency

band, is applied to illuminate the electronics, the corresponding FerroRF response will

be overlapped with the stimulus signal and difficult to recognize. Therefore, FerroTag

selects a frequency-modulated continuous-wave (FMCW) radar with a narrow passband

filter [184]. The FMCW radar continuously emits periodic narrow-band chirp signals

whose frequency varies over time. Non-linear interrelation to these narrow-band stimuli

will generate distinct frequency response, and the received signals will carry the distin-

guishable FerroRF responses when the stimuli signals hit the target tag. Specifically,

the transmitted FMCW stimulation signal is formulated as Equation (5.6).

T (t) = ej(2πf0t+
∫ t
0 2πρt dt), 0 < t < Tr, (5.6)

where T (t) is the transmitted signal, Tr is one chirp cycle, f0 is the carrier frequency and

ρ is the chirp rate. In our application, when T (t) passes through the tag, the ferroflu-

idic patterns on the tag act as a passive convolutional processor (see Figure 5.2), and

generates non-linear distortions to T (t). After the manipulated signal radiates from the

tag, the non-linear spectrum response will be captured by the RF probe receiver antenna

(Rx). Once the FerroRF response signals are received, FerroTag will first preprocess

the signal and extract the effective feature vector from the FerroRF response. After that,

an identification model is developed to identify the tag.
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Table 5.1: List of features extracted from the FerroRF response.

Category Features

Temporal
Feature

Mean Value, 50th percentile, 75th percentile, Standard
Deviation, Skewness [160], Kurtosis [79], RMS

Amplitude , Lowest Value, Highest Value
Spectral
Feature

Mean Value, Standard Deviation, Skewness, Kurtosis,
Crest Factor [31], Flatness [136]

Others MFCC-10 [191]

5.6.2 Signal Preprocessing

In practice, the received FerroRF response always contain the signal distortion. A nat-

ural countermeasure is to model a digital filter and compensate for the distortion ac-

cordingly. However, such a solution hardly handles cumulative errors over time that are

unlikely to be accessible to end-users [171]. To address this issue, we employ the range

resolution analysis solution [166]. The range resolution is ∆RES = c
2B

, where c is

the light speed, and B is the bandwidth of one periodic chirp. This solution can auto-

matically align the signal distortion based on different conditions. When the distortion

displacement < ∆RES, the signal has a minute frequency shift that is invisible on the

FerroRF response. When the distortion displacement> ∆RES, it will result in the mis-

alignment issue of the FerroRF response. To align spectrum response S(w), we utilize

the envelope correlation function between the shifted spectrum and its corresponding

reference spectrum Q(w), formulated as:

E(τ) =
∑
w

|Q(w)| · |S(w − τ)|, (5.7)

where τ is the frequency shift. The optimal frequency shift can be calculated as:

τ opt = arg maxE(τ). (5.8)

5.6.3 Spatial-temporal FerroTag Intrinsic Fingerprint Extraction

As the above mentioned, the FerroRF response contains the unique identity of the tag.

As a result, we exploit the internal traits in the FerroRF response signal by extract-
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ing scalar features in spatial-temporal domains. The feature are listed in Table 6.1.

These features represent the FerroRF response signal from different aspects. Notably,

we employ 10 features in Mel-Frequency Cepstral Coefficients (MFCC) [191]. MFCC

are coefficients, which are based on a linear cosine transform of a log power spec-

trum on a nonlinear Mel scale of frequency as illustrated in Equation (5.9), (5.10), and

(5.11) [200].

Bm[k] =



0, k < fm−1 and k > fm+1,

k − fm−1

fm − fm−1
, fm−1 ≤ k ≤ fm,

fm+1 − k
fm+1 − fm

, fm ≤ k ≤ fm+1,

(5.9)

Y [m] = log(

fm+1∑
k=fm−1

|X[k]|2Bm[k]), (5.10)

c[n] =
1

M

M∑
m=1

Y [m] cos(
πn(m− 0.5)

M
), (5.11)

where X[k] is the input signal applied by the Fast Fourier Transform (FFT), Bm[k] is

the Mel filter bank, Y [m] is the Mel spectral coefficients, m is the number of filter

bank, n is the number of cepstral coefficients. Intuitively, the fingerprint with more

MFCC coefficients will contain more unique physical characteristics of the tag. MFCC

combines the advantages of the cepstrum analysis with a perceptual frequency scale

based on critical bands, and can improve the tag recognition performance by boosting

high-frequency energy and discovering more intrinsic information.

However, it also increases the computation overhead. To balance this trade-off, we

empirically choose n = 10. Thus, MFCC-10 collectively make up the robust represen-

tation of the short-term power spectrum in the received signal, which is related to the

tag pattern. Besides, apart from the MFCC-10, for example, the skewness is a scale

of symmetry to judge if a distribution looks the same to the left and right of the center

point, and flatness describes the degree to which they approximate the Euclidean space

of the same dimensionality. Thus, after analyzing with the forward selection method
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for the feature selection [59], a fingerprint containing 25 features from the temporal and

spectral parts is formed.

5.6.4 FerroTag Identification Algorithm

After we obtain the input data, a 25-dimensional feature vector extracted from the Fer-

roRF response, we use FerroTag for the tag identification. We utilize our FerroTag

identification algorithm which can be formulated as a multi-class classification problem

as shown in Algorithm 4. A traditional approach to address this problem is the Convolu-

tional Neural Network (CNN) classification. Although some scholars adopted the CNN

approach in their particular applications [243], the CNN is intractable requiring intricate

network topology tuning, long training time and complex parameters selection. More-

over, CNN based solutions, which learn features automatically, are not always effective

due to the local convergence problem. Thus, we employ a customized random forest

method, which is an ensemble learning method for classification task that operates by

constructing a multitude of decision trees at training time and outputting the class that

is the mode of the classes of the individual trees [142]. The advantage of adopting the

random forest is that it utilizes the unbiased estimate to achieve the generalization er-

ror, and subsequently has an outstanding performance in generalization. Moreover, the

random forest can resist the overfitting, be implemented without massive deployment

and has an excellent ability to be interpreted [91]. Therefore, we use an ensemble learn-

ing method for classification of the FerroRF response signal. Particularly, we deploy

a random forest with 150 decision trees as a suitable classifier for our system. The set

of features selected through Section 6.5.3 are used to construct a multitude of decision

trees at training stage to identify the corresponding tags for every 20ms segment of the

RF signal in the classification stage.
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Algorithm 4: FerroTag Identification Algorithm
Input: γ: The FerroRF response traces from a tag
Output: R: The identification result

1 ϑ← 150 ;
2 δ ← 0;
3 %(i) = Preprocessing(γ(i));
4 for i ∈ {1, . . . , n} do
5 ε1(i) = FeaturesTemp(%(i));
6 ε2(i) = FeaturesFreq(%(i));
7 ε3(i) = FeaturesMFCC(%(i));
8 ε(i) = [ε1(i), ε2(i), ε3(i)];
9 end

10 for i ∈ {1, . . . , n} do
11 R(i) = RandomForest(ε(i), ϑ);
12 δ + +;

13 end
14 return R;

5.6.5 Multiple Tags Counting and Identification

To further facilitate inventory management, FerroTag can count and identify multiple

tags at the same time. This ability helps FerroTag with scanning multiple items in

the same box or shelf, which can magnificently improve the scanning efficiency. To

count the multiple tags, the spectral signature based solution is widely adopted [110].

The solutions detect if there are several wavelengths much greater than their footprints,

when the designed tags resonate at frequencies. However, the resonation only occurs

when the ink on the tag is conductive, while the ferrofluidic ink is the opposite. Thus,

owing to multiple Rx on the probe, we employ the Angle of Arrival (AoA) to count

the tags. The distances from the tags to different Rx (the distance of propagation) vary,

which causes phase shifts among the received signal on multiple Rx. The AoA solution

is to calculate these phase shifts to induce tag signal sources and count tags [198]. The

phase shifts ∆ω can be formulated by:

∆ω =
2π∆d sin θ

λ
, (5.12)
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where ∆d is the distances between two Rx and θ is the AoA. According to the above

equation, we can get the AoA resolution ∆θ as:

∆ωRES =
2π∆dmax

λ
(sin(θ + ∆θ)− sin θ) >

2π

ν
sin(θ+∆θ)−sin θ≈∆θ cos θ−−−−−−−−−−−−−−−→ ∆θ >

λ

ν∆dmax cos θ
,

(5.13)

where ν is the number of sample points.

5.7 System Prototype and Evaluation Setup

Experimental Preparation: The deployment of FerroTag is shown in Figure 5.12. The

distance between the tag and the probe is denoted as D. Note that D is adjustable based

on the requirement of real applications. In this setting,D is set as 60cm empirically. The

corresponding tag sizes are made in 28mm (1.11in) (diagonal). Each tag is attached to

three standard boxes for scanning: two USPS package boxes and an Amazon package

box.

Figure 5.12: System implementation (designated FerroTags with a mmWave sensing
probe).

FerroTag Fabrication: Without loss of the generality, we employ two off-the-shelf

economic printers (i.e., Epson Expression Home XP-400 and Canon Pixma MG2922)

and retrofit printers to produce massive tags with 201 different nested patterns in the
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experiment. Each tag pattern is printed with different size (see Section 5.8.4 in detail).

We collect a total of 300 traces with a 44.1K sampling rate for each tag, including 210

traces randomly selected for training and 90 traces for testing. As a result, there are

entirely 42,210 traces for training and 18,090 for testing.

Application Protocol: FerroTag has the enrollment and identification mode. At the

enrollment mode, FerroTag extracts features from tags introduced and stores them in a

database. At the identification mode, FerroTag extracts features introduced and com-

pares them to the template ones. FerroTag returns the tag ID and counts the object

number.

Scanner Design: The FerroTag prototype employs an ordinal FMCW mmWave sys-

tem [183]. The mmWave signal is processed using standard FMCW and antenna array

equations to generate the FerroRF response, which is then utilized for the tag identifi-

cation and counting. The transmission power is less than 1.2W. The cost is lower than

$100. Besides, the probe can be easily mounted on the wall or integrated with other

devices like laptops, smartphones, and mobile inspection instruments.

Performance Metric: To better evaluate the system performance, we adopted a confu-

sion matrix, in addition to straightforward techniques such as accuracy, precision, and

recall. In the confusion matrix plot, the darker the shade, the higher the classification

performance [81].

5.8 FerroTag System Evaluation

5.8.1 Identification Performance

We evaluate the ability of FerroTag to recognize the different tags in the controlled lab

environment. The resulting average classification performance for each tag is shown on

a heat map (aka. a confusion matrix) in Figure 5.14. The rows represent the selected

tag ID classified by the random forest classifier and the columns represent the actual

tag ID. Evidently, the diagonal cells are the darkest blue, implying that the traces from
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tag i were indeed classified as class i. While little light blue cells are appearing outside

the diagonal cells, instances of misclassification are rare. The identification accuracy is

99.54%, with 99.52% precision and 99.49% recall, which implies that the feature vector

effectively reflects the unique FerroRF response characteristics in each tag. To better

illustrate the classification performance, we select ten types and enlarge their confusion

matrices. Upon careful analysis, we notice that No.77 tag is misclassified as No.80 tag

even though their shapes are significantly different. The reason is due to the nature of

our algorithm which describes the FerroRF response, primarily based on the FerroRF

effects, rather than their visual characteristics. In conclusion, our results demonstrate

that paper-based printed tags can be precisely recognized by FerroTag.

Figure 5.13: The identification performance for FerroTag with 201 different type tags.
Confusion matrices of ten types are enlarged in the green box. These ten types are the
same as others following the same pattern design. These ten types verify that most are
classified correctly.
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5.8.2 FerroTag Sensing Tests

It is essential to detect and recognize tag identifies in a tagging infrastructure. To eval-

uate this performance, we employ the radar cross-section (RCS), that is an important

characteristic that indicates the power of the backward tag signal [177]. The RCS can

be represented as:

ξ =
Pr

PtGtGr

(4π)3d4

λ2
, (5.14)

where ξ is the RCS, Pr is the power of the received modulated tag signal, Pt is the power

transmitted by the probe, Gt is the gain of the probe transmit antenna, Gr is the gain of

the probe receive antenna, λ is the wavelength and d is the distance to the tag [66]. To

evaluate the RCS of tags, we utilize 30 different tags. The RCS of the tags are between

−37dBsm to −29dBsm under mmWave, which implies that the tag owns a similar

exceptional performance to passive RFID tags [227].

Figure 5.14: The tag uniqueness analysis

5.8.3 Tag Uniqueness

For a tagging infrastructure, it is essential to recognize the overall distinguishability of

tags. In this evaluation, we employ 201 different fingerprints in Section 5.8.1 and dif-

ferentiate the fingerprints into two groups, i.e., intra-group (within the same tag) and

inter-group (among different tags). We leverage Euclidean distance, a widely used tech-

nique for measuring the fingerprint distance. The fingerprint distance between intra- and
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inter-groups is illustrated in Figure 5.14. The average of intra group is 2.51, which is sig-

nificantly smaller than the average of inter group 32.04. Also the results show the tags

can be completely separated with little overlap. Thereby, we prove the independence

between two tags, even with the similar pattern.

5.8.4 Performance Characterization of Different FerroTag Config-

urations

In this section, to further reflect the actual performance in real practice (e.g., the tag size,

the tag ink intensity, the reading rate, the tag pattern complexity and substrate material),

we conduct the following experiments.

Figure 5.15: Tag detection and recogni-
tion with different sizes.

Figure 5.16: Performance under differ-
ent ink densities.

Tag Size: The tag size is a crucial consideration in a real application, which is related to

the tag cost and the occupancy. specifically, we design 50 different advanced tags with

four different size settings between 10mm×10mm (0.39in×0.39in) to 30mm×30mm

(1.18in× 1.18in). For each size setting, we follow the same methodology described in

Section 5.7 and re-prepare the training and testing set. Figure 5.15 shows the perfor-

mance results. For the smallest size of 10mm × 10mm, FerroTag only obtains the

accuracy of 87.22%. The results are because the ferrofluidic patterns are too small to be

differentiated by the mmWave signal. After increasing the size, the performance grad-

ually increases. Generally, we find that a turning point at 20mm × 20mm where the
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performance saturates afterward (reaching the accuracy of 99.54%). Considering the

printed-based tag, e.g., barcode, whose width is at least 30mm [30], the results imply

that FerroTag is applicable for various applications.

Tag Ink Density: Intuitively, it is well known that the ink density of tags profoundly

affects the tag cost. Thus, we propose to measure the tag ink intensity (mL/tag) that

shows the ink amount usage for making a tag. We design 50 different advanced tags with

six different density settings varying from 0.004mL/tag to 0.030mL/tag and evaluate

how it affects the accuracy of the tag identification. Figure 5.16 shows the accuracy is

only 92.7%. For the lowest ink density of 0.004mL/tag, FerroTag only obtains 92.74%

precision,92.62% recall and 92.76% accuracy, which shows that lower ink density can

diminish the accuracy. The performance improves, along the ink density grows until

0.020mL/tag. Then the performance keeps constant around 99.57% precision,99.52%

recall and 99.59% accuracy. This observation can guide us to select the proper density

to ensure the identification accuracy with a minimal cost in specific applications.

Figure 5.17: Tag identification with dif-
ferent scanning time.

Figure 5.18: Performance under differ-
ent tag complexities.

Scanning Time: We know that objects screening tasks are challenging due to concise

budgeted time for efficiency. As a result, we are interested in analyzing the performance

of FerroTag concerning different time budgets, i.e., a different time needed for scan-

ning one tag. Specifically, we select four different time settings between 5ms to 200ms.

For each time setting, we follow the same methodology described in Section 5.7 and

re-prepare the training and testing set. Figure 5.17 shows the performance results. For
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the lowest duration of 5ms, FerroTag only obtains the accuracy of 90.17%. The re-

sults are because the contained information in traces with 5ms cannot comprehensively

represent the characteristics of FerroTag. After increasing the scanning time, the per-

formance gradually increases. Generally, we find that a turning point at 20ms where the

performance saturates afterward (reaching 99.54% accuracy), which means we can scan

50 tags per second, which is a magnificent improvement in scanning speed compared to

the optical-based solutions.

Tag Pattern Complexity: In the practical implementation, the tag pattern can be highly

customized to satisfy different manufacture methods and appearance requirements. To

understand its impact on the identification accuracy, we set basic group and advanced

group according to the tag complexity and 50 different tags are employed for each. The

results are shown in Figure 5.18. The identification accuracy for both groups remains

high (above 99.1%), which implies that the system performance is insensitive to the tag

pattern complexity.

Substrate Material: We consider the scenario where the user may use different sub-

strates to build the tags according to various applications. Particularly, we collect four

different daily-achievable materials as shown in Figure 5.19. The cumulative distribu-

tion function is plotted in the figure, where we can see that the overall identification

error rate for each is less than 1%. Certain materials slightly affect the performance to

some extent. This is because FerroTag utilizes high-frequency signal and therefore, has

small wavelength and limited penetration ability. As a result, it is prone to the scattering

reflection upon some specific materials. But in general, FerroTag still provides reliable

performance in tag recognition.

5.9 Robustness Analysis

Performance in Different Distances: To validate the usability and effectiveness of

FerroTag in the non-contact identification scenario, we set up the device to stimulate

the operation distance from 30cm to 100cm considering the mmWave coverage of the
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Figure 5.19: The objects detection under different substrate material.

tags in relation to their response magnitude. In this experiment, 50 different tags (see

Section 5.7) are recruited. Figure 5.20 manifests that their performances can achieve

up to 99.59% accuracy. Besides, the identification performance remains above 99%

when the sensing distance varies within 1m. Thereby, FerroTag can facilitate in-situ

and convenient tag scanning in real practice.

Figure 5.20: Performance under different sensing distances.

Impact of Environmental Dynamics: The ambient environment can introduce random

noises or even interfere with the tag properties or the probe hardware operation. We

consider common noises in the daily workplace in terms of human factors and ambient

factors. Typically, we select four conditions where (1) the environment temperature

is 10◦C (50◦F ); (2) the humidity of the testing location is controlled at 70%; (3) the

magnetic field strength is set at 400µT ; (4) the light intensity is 1000Lux. Moreover, we

use the result of the optimal lab environment as the comparison target (the temperature,
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the humidity, the magnetic field strength, the ultrasound wave and the light intensity are

20◦C (68◦F ), 30%, 50µT and 300Lux, respectively). Again, we evaluate the above four

conditions using 50 tags. Figure 6.17 demonstrates that their performances all achieve

above 99.14%. In conclusion, FerroTag presents a strong tolerance to different ambient

environments.

Figure 5.21: The tags detection under different environments.

Under Blockage: FerroTag usage scenarios may involve non-line of sight (NLOS)

environment, e.g., in inventory management, where the object (and tag) may be placed

inside a package. We mimic such NLOS cases by blocking the light of sight between

the tag and probe using different materials: paper, wood, glass and plastic. Specifically,

we evaluate the above four conditions using 50 tags. Figure 5.22 reveals that blockage

has trivial impact on FerroTag’s counting and identification. The experiment verifies

that FerroTag works in NLOS scenarios where camera-based approaches will fail.

Figure 5.22: The tags detection under different occlusions.

Impact of Scanning Orientation: In practical scenarios, tags may place towards differ-

ent orientations. Therefore, it is important to investigate whether the sensing angle will
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affect system performance. Specifically, we measure the different tag orientations (from

0◦ to 180◦ ). The results are shown in Figure 5.23. As for the orientation, the effective

sensing range is among (60◦-120◦), since the mmWave has a narrow beam forming. Al-

though the reflected signal slightly changes due to the different probe angles for each

tag, the inter-device distinguishability among 30 tags is significant such that each tag can

be correctly recognized. Thereby, FerroTag shows a strong capacity in real practice.

Durability Study: Proving the permanence of identification is crucial. Our generated

dataset has included multiple sessions as part of a longitudinal approach to establishing

a baseline comparison of long-term persistence. 30 different tags participated in the

longitudinal study lasting three weeks as shown in Figure 5.24. Notably, this study has

two phases: the enrollment phase and authentication phase. In the enrollment phase,

training data were collected for each subject on the first day of this longitudinal study.

Each tag finishes five trials in data collection events with the duration of each test set as

10 seconds. After that, the long-term authentication phase is carried out in the following

three weeks. Each tag performed five identification trials every 2 days and each identifi-

cation duration is 5 seconds in this study. The accuracy measurement is depicted in Fig

5.24. In the three weeks duration, mean values of accuracy measurement are between

99% and 100%, and standard deviations are between 0.22 and 0.51. We concluded that

the accuracy has no significant performance decreasing or ascending tendency, which

demonstrates FerroTag is robust against aging in time.

Figure 5.23: Impact of varying sensing
angles.

Figure 5.24: A three-week investigation
on the accuracy stability of FerroTag.
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5.10 A Case Study on Complex Scenes

As the application environments of tags are mainly in retail, warehouse or places where

a large amount of coexisting tags hidden in the package under NLOS environment, we

aim to count their number and know their types immediately and conveniently without

opening the package and protecting the privacy. To achieve this goal, there are two

existing primary concerns in practice: 1) the unavoidable variance in the signal’s scal-

ing and magnitude; and 2) the interference from the containing items and the ambient

noises. To explore whether FerroTag can identify multiple hidden tags simultaneously,

we continue with the setup in Section 5.7. Specifically, we employ 6 tags and select four

conditions where: (i) and (iii) randomly select 2 tags, out of 6; (ii) and (iv) randomly

select 3 tags, out of 6. In (i) and (ii), tags are attached to cardboard boxes within the

package box, while in (iii) and (iv), tags are attached to T-shirts. This study is a 6-by-

6 scanning with different combined. We enumerate all possible combinations in these

conditions. Figure 5.25 shows the AoA range profile where the red color areas imply

tag locations, and then we count the tags based on this range profile. The identification

results are illustrated in Figure 5.26, showing that their performances keep between 97%

to 99%. This is owing to the fact that the FerroRF effects change if we combine two

tags along with the FerroRF response. To sum up, FerroTag suffices as an accurate and

reliable way of ultra-low cost and in-situ tagging infrastructure in the real-world scene.

Figure 5.25: The graph shows the three
tags counting.

Figure 5.26: Identification of combined
tags.
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5.11 Discussion

Potential Health Hazard: There are two aspects for the potential health consideration:

wireless sensing and ferrofluidic prints. Compared to other wireless sensing techniques

(e.g., WiFi spots), FerroTag has a much smaller radiation factor, e.g., a 1.2W power

consumption and an 8dBm radio transmission power. Besides, the ferrofluidic ink is not

inherently dangerous or toxic and has been applied to the medical domain [50]. More-

over, the ferrofluidic print can be naturally degradable [122, 185]. Therefore, FerroTag

is a considerably safe identification tool with limited health hazard concerns.

Security and Privacy: Privacy-preserving is another fundamental factor for the ob-

ject counting and identification as many owners have extremely high requirements on

their privacy protection. Our system only requires the FerroRF response with a small

information disclosure (i.e., mmWave signal) of the corresponding tag.

Custom Designed Patterns: It is significant to customize the dimensions of patterns

as well as the paper substrate in FerroTag, to satisfy different application requirements.

The system robustness to the tag size and pattern is discussed in Section 5.8.4.

Future Applications: Beyond the use case of the mass objects counting and identi-

fication, owing to the concept of the FerroRF effects and the advantages of ultra-low

cost and in-situ, FerroTag can serve as a generic solution to extend the interaction

area of IoT devices, extend the network to new physical dimensions, or serve as the

‘fingertips’ of the next-generation Internet. It can also be applied to a variety of ap-

plications, e.g., agricultural monitoring, cell tracking, monitoring patients, and anti-

counterfeiting [100, 164, 190, 201].

5.12 Related Work

Paper-based (Chipless) Electronics: Paper-based electronics have been developed

over the last few years. There are three categories in terms of the way to interact. The

first one is the contact-based solution, that (e.g. microfluidic paper [206], wet sen-
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sor [125], touch sensor [93, 123], ubiquitous device [101, 124, 173, 216], etc. However,

they all need to measure the resistor, inductor, and capacitor (RLC) change in a contact

manner, which are not convenient. The second category is based on a non-contact opti-

cal method. There are some research works, like linear barcode [27] and QR code [222].

However, these solutions are limited by the line of sight requirement. The solutions in

the third category can work in a remote and invisible way, such as using the passive

RFID [92, 108], ink-tattoo ID [100, 108] and mental-shape ID [80]. However, these

solutions all employ the conductive ink or the complex toxic specific-designed chem-

ical ink, which is neither low-cost nor environment-friendly. Up to date, no existing

work utilizes the FerroRF effects to perform an ultra-low cost and naturally degradable

tagging infrastructure.

mmWave Sensing: In recent years, mmWave has been utilized for the material char-

acterization and object detection. There are two main mmWave sensing schemes. In

the first category, these technologies are based on the detection of objects’ geometry

and micro-motion [115,143–145,167,238,260]. These mmWave sensing works mainly

rely on analyzing the object boundaries and the Doppler effect of moving objects; thus

their techniques cannot be applied to sense the intrinsic tag pattern. Second, there

are some applications focusing on the material response for material component char-

acterization [180, 181] and the non-linear response introduced by conductive compo-

nents [139,141] when stimulated by the mmWave signal. FerroTag is the first mmWave

sensing work to combine the material response and the pattern design for identification.

5.13 Conclusion

In this chapter, we presented a paper-based and mmWave-scannable tagging infrastruc-

ture FerroTag, to promote the inventory management technologies. FerroTag is easy

to use and low-cost, which is on the basis of ferrofluidic ink on the paper print and

its interference to the mmWave signal. In this study, we modeled the FerroRF effects
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to optimize the tag pattern design, prototyped an end-to-end FerroTag solution with a

retrofitted paper printer, and a low-cost mmWave probe. Also, we developed a software

framework for detecting and recognizing a newly designed nested tag pattern in prac-

tice. Extensive experiments, including one case study with complex scenes, imply that

FerroTag can achieve the accuracy of 99.54% in a 20ms response time. Different levels

of evaluation proved the effectiveness, reliability, and robustness of FerroTag. Ferro-

Tag has the potential to transform the sensing to new physical dimensions and serve as

the object identity of the next-generation Internet.



Chapter 6
ThermoWave: A New Paradigm of

Wireless Passive Temperature

Monitoring via mmWave Sensing

6.1 Introduction

Temperature sensors are one of the most in-demand IoT technologies to monitor phys-

ical and environmental conditions in daily-life applications. For instance, temperature-

sensitive products, including most foods and medicines, are required to be in a

temperature-controlled environment to maintain the best possible quality in storage and

transportation [8, 58, 120, 207]. Due to packaging and mobility considerations, wire-

less temperature systems are the essential solution to monitor thermal conditions and

protect package integrity and quality in practice. In the landscape of temperature mon-

itoring system markets, the wireless temperature sensor segment grows at the highest

rate—15.09 million units generated in 2019 and is expecting to reach 23.45 billion units

by 2025 [1, 9, 204]. Currently, updating the existing infrastructure to support low-cost

and ecological wireless temperature monitoring has been the primary trend impacting

multiple industries, such as smart cities and cold chain logistics [54].
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Figure 6.1: ThermoWave: a new ultra-low cost mmWave-scannable temperature mon-
itoring paradigm capable of thermal imaging that utilizes flexible materials.

There is a set of rich literature and commercial products about wireless temperature

monitoring technologies developed in two directions (i.e., wireless temperature sensors

and thermal-imaging devices). Wireless temperature sensor is often made into tags with

thermal-electric temperature sensors [165, 211, 226]. Unfortunately, such technology

associates with high cost, harms the environment and lacks thermal imaging capability.

On the other side, thermal imaging devices read temperature distribution across space

in front of the sensor [151, 168]. However, such a mechanism fails to read temperature

from the target object with as little as a thin sheet of paper in between. Given the fact

that temperature monitoring is a high demand industry that impacts every second of our

daily life, a more powerful wireless temperature sensing paradigm is in urgent need for

future temperature monitoring applications in scientific (e.g., material research), indus-

trial (e.g., smart city), and medical fields (e.g., body temperature sensing).

In this chapter, we explore and unveil a novel material-mediated wireless tempera-

ture sensing technology, using mmWave sensing. This technology aims to empower ex-

tremely low-cost (e.g., under 1 cent per sensor), flexible (e.g., soft sensor material), and

ecological (e.g., environmentally friendly materials) temperature monitoring for both

dot-wise and fine-grained thermal imaging results under NLOS scenario. The design ra-

tionale bases on the cholesteryl material’s thermal scattering effects. When the ambient

temperature changes, the molecular alignment of cholesteryl material alters accordingly
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due to thermal expansion of inter-molecular distance, and thereby impacting scattering

properties when it is probed by broad-band (e.g., 250 MHz) radio frequency (RF) sig-

nals. Motivated by such a thermal scattering effect, we utilize cholesteryl materials to

fabricate a film-shaped temperature tag that can change and modulate the scattered RF

signals with temperature change characteristics. To exploit stronger scattering proper-

ties, we investigate the high-frequency RF signaling technologies, such as the millimeter

wave (mmWave) probes, to effectively interrogate the thermal scattering effects and in-

fer the temperature information. As shown in Fig. 6.1, this technology can enable

low-cost, out-of-sight, accurate temperature monitoring in environmentally restricted

scenes, such as medicine storage and transportation logistics.

To this end, we present ThermoWave, a new mmWave technology based paradigm

to facilitate fully passive temperature monitoring. There are three parts to the Ther-

moWave paradigm. (1) We first design the ThermoTag based on a thin layer of

cholesteryl material stabilized on top of a thin polyvinyl chloride sheet with adhesives,

which can characterize the thermal scattering effect as temperature changes. (2) We pro-

totype a mmWave based ThermoScanner to continuously interrogate the ThermoTag

and capture frequency shift of thermal scattering response in contrast to the transmit-

ted signal. (3) The scattering response signals are input to ThermoSense, which is a

software mechanism for temperature inference. For dot-wise temperature recognition,

the input signals are first decomposed into a combination of wavelets via Empirical

Wavelet Transform for extracting spectral features. Then, we apply a regression-based

ThermoDot model that utilizes extracted features in order to determine the single dot-

wise temperature value. Toward thermal imaging results, we first transform the input

signals into a spectrogram image using continuous-time short-time Fourier Transform.

After that, the spectrogram images are fed to a customized ThermoNet (i.e., an image-

to-image GAN) model for reconstructing thermal images. As a first exploration study,

we use a set of metrics to evaluate ThermoWave performance (e.g., temperature in-

ference accuracy and image structural similarity index). We evaluate the robustness of
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ThermoWave under different sensing distances, scanning orientations, and occlusions

to show its superior performance for temperature inference. In our study, ThermoWave

can measure the dot-wise temperature change from 30F to 120F with the precision of

±1.0F and thermal imaging in the same temperature range with a ±3.0F precision.

6.2 Background and Preliminaries

6.2.1 Thermal Scattering Effect

The crux of the proposed wireless temperature sensing paradigm is to leverage

temperature-sensitive physical characteristics of specific material to retrieve temperature

information via RF probing. Among existing wireless temperature sensing solutions,

our method presents the benefit of highly low-cost, flexibility, environment friendliness

and advanced thermography functions. Due to cholesteryl material’s temperature sen-

sitive molecular alignment pattern [113], we select cholesteryl materials as the sensing

media to convey the temperature information of the target object. When cholesteryl ma-

Figure 6.2: Cholesteryl material’s temperature dependent molecular alignment directly
impacts the frequency of scattering response under the illumination of mmWave.
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terial is attached to the target object, it will immediately reach the same temperature as

the target object and keep thermal equilibrium according to the theory of thermodynam-

ics [129]. This theory suggests that the level of average kinetic energy (i.e., tempera-

ture) of an object tends to balance with the contacting objects. When the temperature

of cholesteryl material changes, its underlying structure, which contains polymersome

(i.e., vessels), will alter its molecular alignment due to thermal expansion [89]. This

molecular alignment directly impacts the scattering angle when such cholesteryl ma-

terial is probed by broadband RF signals. Specifically, as the RF signal arrives at the

location of interest, in-placed cholesteryl material scatters a response RF signal with

a modulated frequency shift. The frequency shifted signal is then scattered in all di-

rections, allowing signature capturing for temperature inference. The process of this

so-called Thermal Scatter Effect is visualized in Fig. 6.2.

6.2.2 A Preliminary Study: Cholesteryl Material based mmWave

Sensing

Hypothesis: The thermal scattering effect of cholesteryl material that contains a unique

RF scattering response from temperature caused molecular alignment can be treated as

an intrinsic thermal feature. Thereby, it is possible to leverage a mmWave probe that

stimulates the cholesteryl material for a frequency-shifted scattering, which contains

temperature-induced modulation and contributes toward object temperature detection.

Proof-of-concept: To prove the Hypothesis, we designed and conducted a preliminary

experiment using a prototype of cholesteryl material as a temperature sensing media.

Specifically, our preliminary experiment is conducted in a well temperature monitored

room to ensure that the environment temperature does not change while the tag changes

temperature with controlled air-based heating. To simulate a temperature sensing sce-

nario, we use a table as the sensing target, and place the tag on top of the table edge to

act as a temperature sensing media. Then, we place a heater on the side of the table to

manually control the material temperature from 70 F (i.e., room temperature) to 90 F for
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Figure 6.3: Thermal scattering responses from cholesteryl material show evident fre-
quency shift in spectrum analysis. Compared to response at 70 F, the frequency shifted
response at 90 F have a tone that is few kHz lower.

theoretically distinct data points as we attempt to visualize the thermal scattering effect

in Fig. 6.3. To eliminate the ground truth temperature sensor (e.g., digital thermome-

ter) from interfering with the interrogation signal from the mmWave probe or response

signal from the tag, we adopt an infrared camera that can read tag temperature while

placed behind the mmWave probe. To illuminate the cholesteryl material, we utilize

a 24GHz frequency modulated continuous wave (FMCW) radar with a 250MHz band-

width. After obtaining the thermal scattering response from the material, we analyze the

signal utilizing the spectral plot that presents a direct connection between temperature

difference and frequency shift of the scattered signal. As shown in Fig. 6.3, the ther-

mal scattering responses of cholesteryl material at 70Fvs.90F are uniquely different.

This proves that cholesteryl material can be used to perform temperature monitoring,

which further verifies the feasibility and effectiveness of obtaining temperature value

via material-mediated temperature sensing.
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Figure 6.4: We present the ThermoWave paradigm with its three core modules (i.e.,
ThermoTag,ThermoScanner,and ThermoSense). ThermoTag can be placed on be
wrist for skin temperature, bed for ambient temperature, and bed sheet for body thermal
imaging. ThermoScanner continuously interrogates ThermoTag to capture tempera-
ture cased thermal scattering response, then, the response signals are sent to ThermoDot
model and ThermoNet model to obtain dot-wise temperature reading and thermal imag-
ing, respectively.

6.3 ThermoWave Overview

The ThermoWave paradigm comprises three main modules: ThermoTag, Ther-

moScanner, and ThermoSense to realize material-mediated wireless temperature

sensing (see the illustration in Fig. 6.4).

ThermoTag: ThermoTag is a Cholesteryl material-based passive wireless tempera-

ture sensor that attaches to the surface of the target object for wireless temperature sens-

ing. As the target object’s surface temperature changes, ThermoTag’s temperature will

instantly follow and alter its cholesteryl molecular alignment accordingly. As Thermo-

Tag’s molecular alignment changes, its mmWave scattering properties will also change

as shown in Fig. 6.3. The resulting mmWave scattering properties can be captured by

the customized ThermoScanner for temperature inference.

ThermoScanner: Considering the prospect of mmWave with a 5G technology in

wireless communication as well as its large bandwidth opportunities, we prototype a

tag scanner based on 24Ghz FMCW radar, namely ThermoScanner. It is worth men-

tioning that the cost for a mmWave radar sensor is below $24 and a mmWave radar

modality is below $50, which is projected to keep decreasing along with infrastruc-

tural deployment [7, 45]. To localize the ThermoTag, the ThermoScanner employs
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a pair of four by four antenna arrays with antenna directivity of 19.8 dBi to enhance

the precision. While the ThermoScanner continuously interrogates ThermoTag, the

thermal scattering response is recorded continuously for temperature inference. With-

out further adieu, ThermoScanner sends recorded signal to ThermoSense for both

dot-wise temperature inference and thermal imaging.

ThermoSense: ThermoSense is a software mechanism to facilitate both dot-wise

temperature recognition and thermal image inference. However, the result from dot-wise

temperature recognition is a single value while a thermal image is multi-dimensional.

Thus, we allocate two models to perform the two specific temperature inference tasks.

For dot-wise temperature recognition, we first convert the scattering signals from

a time domain to frequency domain via Empirical Wavelet Transform, then, a feature

extractor is developed to reduce data dimension to an array of 38 features from each

pre-processed signal, after that, we use a regressor based ThermoDot model to map the

feature array to a specific temperature value. In order to achieve thermal imaging, we

first transform thermal scattering response into spectrogram image using continuous-

time short-time Fourier Transform. Then, we develop a ThermoNet model based on a

generative adversarial network (GAN) to reconstruct thermal images from spectrogram

input data.

6.4 ThermoTag Design

6.4.1 ThermoTag Implementation

In order to sustain temperature sensing capability, ThermoTag is manufactured from

cholesteryl materials (e.g., cholesteryl benzoate) that can withstand temperature up to

149 C (i.e., 300 F ) without being damaged [4, 118]. This facilitates a wide range of

applications, such as high-temperature chamber monitoring, boiling liquid sensing, and

heating radiator monitoring. During the manufacturing process, we stabilize a thin layer

of cholesteryl material on top of a thin substrate layer of polyvinyl chloride sheet with
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adhesives, which enables high elasticity [241] of ThermoTag. As a result, ThermoTag

can be manually suppressed to various shapes (e.g., bend, camber, curve, fold, wrap)

without permanent deformation as shown in Fig. 6.5. In this way, it is flexible to de-

ploy ThermoTag in many complicated scenarios, such as high voltage electric cable

temperature monitoring within a power cage over the length of the cord, cold chain

transportation with non-rigid medicine containers, and vehicle tire temperature moni-

toring while inflated [133, 172, 203]. It is worth mentioning that ThermoTag is very

lost-cost. In contrast to commodity RFID temperature tags with a price of 1.99 dollars

in bulk order, one functional slice of ThermoTag (1cm x 1cm square shaped film) costs

less than one US cent, which is a significant reduction [10, 150].

6.4.2 ThermoTag Modeling

The temperature variation of Cholesteryl material based ThermoTag can disturb its

thermal scattering of mmWave signals. In this subsection, we establish a physical model

to illustrate the thermal scattering effect of ThermoTag.

ThermoTag is designated to be a temperature sensing media that attaches to a target

surface. When the target’s temperature changes, ThermoTag’s temperature inevitably

follows. As the temperature of cholesteryl material-based ThermoTag varies, its inner

molecular alignment (i.e., three-dimensional geometry shown in Fig. 6.2) will alter due

Figure 6.5: ThermoTag utilizes soft cholesteryl material that can be manufactured and
stressed into various shapes for complex deployment scenarios.
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to the Flory−Huggins parameter χ [77], expressed as:

χ(T ) =
v0

kT
(δ1 − δ2)2, (6.1)

where T is temperature, and χ(T ) is the Flory−Huggins parameter as a function of

temperature, v0 is the volume of the cholesteryl mixture, δ1 and δ2 are the solubility

constants for the cholesteryl material polymers in the mixture, k is the real gas con-

stant. The above presents a crucial monotonous relationship between the temperature of

ThermoTag and the Flory−Huggins parameter of the material, which generalizes the

underlying molecular alignment pattern, This facilitates further interpretation of tem-

perature through the physical trait using wireless means.

When the interrogation mmWave signal reaches ThermoTag (i.e., cholesteryl mate-

rial mixture), the tag will generate a frequency-shifted scattering based on temperature

as shown in Fig. 6.4. The temperature-induced frequency shift relationship is formu-

lated in Eq. (6.2):

λr(λi, T ) = λicos
1

2
[(sin−1(

l

l′
sin(Φi)) + sin−1(

l

l′
sin(Φr(χ(T )))], (6.2)

where l is the index of refraction of the environment (e.g., air), and l′ is the index of re-

fraction of cholesteryl mixture. Assuming the relative location and orientation between

the ThermoTag and ThermoScanner does not change during the period of sensing,

Φi being the angle of entrance for the incident wave, can be replaced with a constant.

Φr is the angle of exit for the return wave as a function of the temperature dependent

Flory-Huggins parameter χ, which bases on temperature T. Upon removing potential

constant values, a lean model is derived in Eq. (6.3),

λr(λi, T ) = λicos[Φr(χ(T ))], (6.3)

where T is the temperature, λi is the frequency of the incident wave, and λr(λi, T ) is the

frequency of the response wave [89, 113]. It is noteworthy that thermal scattering emits

a frequency modulated response signal at all directions, allowing flexible deployment of

ThermoTag in various scenarios.
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To summarize, ThermoTag’s underlying molecular alignment is changed by the

variation of temperature, such alignment variation further affects thermal scattering

properties for mmWave.

6.4.3 ThermoTag Ecology Analysis

ThermoTag is an organic tag based on cholesteryl materials which is biodegradable

[231]. ThermoTag is also highly reusable due to the relatively low melting point and

can be used to forge a new tag with different shapes without losing significant volume.

ThermoTag’s ecological life cycle begins with cholesteryl materials being mixed by

heating the solid mixture into liquid, the liquid is then poured to mold for shaping. Dur-

ing the molding and shaping stage, it is important that the mixture is kept at a high

temperature (around 300 F) which allows the liquid to keep flowing and change shape.

The resulting tag can be reused immediately after cooling. Any residue without con-

tamination can be collected and melted for another reuse cycle. Therefore, ThermoTag

allows the reuse and safe disposal of cholesteryl material and is an ecological sensor.

6.5 ThermoDot Sensing Scheme

6.5.1 Thermal Scattering Response Acquisition

ThermoTag scatters frequency-shifted response signal with modulated temperature in-

formation as the intrinsic property. It is essential to ensure that ThermoScanner re-

ceives and parses different frequency shifts that occur at different temperatures. Most

of the mmWave radars support both pulse and continuous wave modes. High amplitude

pulse waves can undermine the thermal scattering effect in return, making temperature

prediction difficult. The continuous wave mode allows continuous reception of ther-

mal scattering from ThermoTag, which enables a higher sampling rate. Therefore, the

ThermoWave design selects the continuous wave mode with a frequency modulated



130

Figure 6.6: Empirical wavelet analysis transforms acquired signal into a series of
wavelets for frequency analysis.

continuous wave (FMCW) radar. When ThermoScanner emits the interrogation sig-

nal from TX terminal to illuminate ThermoTag, ThermoTag undergoes the thermal

scattering effect. This allows ThermoScanner RX terminal to receive the response

with intrinsic thermal scattering effects. It is worth mentioning that such sensing mech-

anism is not restricted by the orientation setup as the scattering of ThermoTag’s mod-

ulated response signal occurs in all directions. Finally, the thermal scattering response

encapsulating temperature characteristics is acquired and passed to the ThermoSense

module.

6.5.2 Scattered Signal Transformation

To perform the effective temperature estimation, there are critical pre-processing and

transformation operations (i.e., filtered, decomposed) to facilitate an accurate frequency

shift analysis. Since the frequency shift characteristic is crucial in thermal scattering

response yet highly complex (i.e., variance in thermal scattering response’s amplitude

and frequency is non-memorizable due to large bandwidth), we propose to utilize a

signal decomposition technique that separate thermal scattering signals into a set of

wavelets to allow effective and efficient amplitude-frequency spectral analysis. Thus, we
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utilize Empirical Wavelet Transform (EWT) [99] to perform frequency domain analysis

by detecting local maxima in the wavelet spectrum in our application.

To formulate EWT, we show the reconstruction of the ThermoTag response signal

that is separated into a series of wavelets by EWT, whose sum infinitely approaches the

original thermal scattering response:

f(t) = W ε
f (0, t) ? φ1(t) +

N∑
n=1

W ε
f (n, t) ? ψn(t), (6.4)

f(t) = (
∧

W ε
f (0, ω)(

∧
φ1(ω) +

N∑
n=1

(
∧

W ε
f (n, ω)(

∧
ψn(ω))∨, (6.5)

where f(t) is the synthesized signal that infinitely approaches original ThermoTag’s

thermal scattering response, t is time, ω is a wavelength, which is inversely propor-

tional to frequency, φn(ω) is the empirical scaling function, ψn(ω) is the empirical

wavelets, N is the number of wavelets in total. W ε
f (0, t) is the approximation coeffi-

cients, and W ε
f (n, t) is the detail coefficients given by the inner products with the em-

pirical wavelets. Eq. (6.5) is the representation of Eq. (6.4) wavelet reconstruction in

terms of fourier transform that displays frequency-domain wavelet summation. To this

end, the signal is decomposed into a series of empirical wavelets as shown in Fig. 6.6

for feature extraction.

Table 6.1: Feature List in the ThermoDot model

Types Features

Spectral
Crest Factor [31], RMS Amplitude, Flatness [136],
Skewness [160], Kurtosis [79], PNCC-20, MFCC-5

Temporal
Lowest Value, 50th percentile, Mean Value, 75th

percentile, Highest Value, Standard Deviation, Kurtosis,
Skewness



132

6.5.3 Feature Extraction

Thermal scattering response is characterized by the frequency shift alone with amplitude

variations, making simple model-driven approaches quickly fail due to the complexity

of spectral data in a bandwidth of 250MHz. Thus, we implement feature extraction

from the wavelets that can accurately and effectively describe the frequency-shifted sig-

nals without concern from noisy signal impacting sensing accuracy. To comprehend

the thermal scattering response, we enlist features in two types, i.e., spectral and tem-

poral features. It is noteworthy that we employ spectral analysis that takes the signal

to filter, then analyze the distribution of signal intensity. For instance, mel-frequency

cepstral coefficients (MFCC) [152, 191, 200, 256] and power-normalized cepstral coef-

ficients (PNCC) [49, 126, 170] are exceptional power-frequency distribution analyzers

that provide detailed comprehension of the frequency shift and is capable of reducing

noise impacts in the later prediction. Notably, PNCC are scalar coefficients based on

gammatone channel filtering. The channel bias minimization is used to suppress the

noise effects as shown in Eqs. (6.6) and (6.7) [217]:

V [f, c] = (
kP [f, c]

∼
S[f, c]

µ[f ]
)1/15, (6.6)

where V [f, c] is the power function non-linearity, f and c are the frame and channel

indices, respectively. k is the DFT size, empirically determined to be 1024. P [f, c] is

the result of the signal after Pre-emphasis, Short-Time Fourier Transform, Magnitude

Squared, and Gammatone Frequency Integration.
∼
S[f, c] is the result of P [f, c] after

medium-time power calculation, asymmetric noise suppression with temporal masking,

and weight smoothing. µ[f ] is the mean power estimate of frame f formulated in Eq.

(6.7):

µ[f ] = λµµ[f − 1] +
(1− λµ)

C

c=0∑
C−1

T [f, c], (6.7)

where C represents the total number of frequency channels. λµ is empirically deter-

mined to be 0.999 as the forgetting factor. T [f, c] is the the result of
∼
S[f, c] after time-
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frequency normalization by elementary multiplication of P [f, c] and
∼
S[f, c]. The initial

value of µ[f ], µ[0], is determined to be 16161 dB/Hz based on the mean power of signals

using the data set in our preliminary study.

The power function non-linearity then goes through a discrete cosine transform. The

resulting matrix is converted into a one-dimensional array to reduce the feature count

for better efficiency, i.e., generating 20 coefficients from 20 Gammatone channels, re-

spectively. The origin of PNCC work includes the operation of mean normalization,

considering that the feature coefficients are used for the regression analyzes. Note that

mean normalization is opted out because this operation will not provide further benefits

in thermal analysis. Up to this point, scalar coefficients are effectively collected for re-

gression. The complete feature list categorized into two types(i.e., Spectral, Temporal)

is shown in Table 6.1.

6.5.4 ThermoDot Regression Model

The feature array of 38 scalar values are extracted from each segment of RF signals,

and we feed the feature arrays with one temperature label (i.e., the ground truth) into

a regression model to solve the prediction modeling problem as shown in Algorithm

Figure 6.7: ThermoDot model data flow from thermal scattering response to exact
temperature value.
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5. We start with choosing a meta-algorithm to perform the task. There are two major

advantages for employing the bootstrap aggregation (bagging) method [142]. 1) En-

semble learning allows multiple regressors to generate independent prediction results

and aggregate them into the final decision with better confidence. Weighting is given

by the accuracy of each separate regressor to boost the accuracy of the final decision,

enabling higher accuracy. 2) Bagging allows a low variance value that makes the output

more stable in temperature prediction, which prevents overfitting. The series of feature

arrays are fed into a bagging model that utilizes the ThermoDot model in Algorithm

5 to perform the regression prediction and return temperature estimation corresponding

to the feature arrays. After feeding the bagging regressor with a list of feature vectors

as input and a list of temperature values as the ground truth, the regressor solves the

discrete parameters to fit training data. The resulting ThermoDot model will then take

in thermal scattering response and return a single value temperature output as shown in

Fig. 6.7.

Algorithm 5: ThermoDot Algorithm
Input: S: mmWave signal; L: Signal segment count; K: Feature count; M :

Trained regression model; ε: Number of trees
Output: T : Point Temperature Prediction Results

1 Initialize T = [ ];
2 M = loadModel();
3 Sw = EWT(S);
4 for i = 1, 2, ..., L do
5 % = Sw(i);
6 Initialize features = [ ];
7 for j = 1, 2, ..., K do
8 ϑ = featureFunctionj(%);
9 features.append(ϑ);

10 end
11 t = M.Regression(features, ε);
12 T.append(t);
13 end
14 return T;
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Figure 6.8: ThermoNet leverages spectrogram image from thermal scattering response
and its corresponding ground truth thermal image to train the image-to-image neural
network model, the resulting model has the capability to generate thermal images from
spectrogram images. The ThermoNet Constructor keeps generating sample outputs
based on spectrogram image while the ThermoNet Proctor decides whether the sample
output is close enough to the ground truth. When the ThermoNet Proctor denies the
sample output, the results are compared and sent to Loss Optimization for ThermoNet
Constructor to generate better (i.e., more accurate) output in the future.

6.6 ThermoNet Sensing Scheme

6.6.1 Thermal Scattering Response to Spectrogram Transforma-

tion

The objective of thermal imaging is the retrieval of surface temperature in the form of

a thermal image from a thermal scattering response. To realize it, the first step is to

transform a thermal scattering response signal from one-dimensional spectral-temporal

function, into a two-dimensional spectral-image function. Based on the advantage that

continuous-time short-time Fourier Transform (STFT) is more applicable for real-time

processing compare to two-dimensional wavelet transform’s high computation overload,

we adopt STFT [61] for converting the spectrogram signal into a three-dimensional

representation, formulated as Eq. (6.8):

STFT{x(t)}(τ,Ω) =

∫ ∞
−∞

x(t)Ω(t− τ)e−jλtdt, (6.8)

where Ω(τ) is the Gaussian window function, x(t) is the signal to be transformed, λ is

the frequency and STFT{x(t)}(τ,Ω) is the resulting spectrogram image that captures
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Figure 6.9: Comparison between thermal images generated by ThermoNet and ground
truth. ThermoNet is capable of capturing the details on thermal image and regenerating
them in prediction, making target detection possible using edge detection. With a large
amount of training samples, ThermoNet meets the expectation of generating thermal
images in untrained (test set) scenarios that are also extremely close to the ground truth
in terms of both image structure, and image detail.

essence of thermal scattering response. The result is a three-dimensional data, we map

one of the dimensions to color space in order to generate a temperature image. At this

point, the problem is reduced to mapping a spectrogram image to a correct thermal

image.

6.6.2 ThermoNet Model Construction

In order to solve the spectrogram image to thermal imaging mapping problem, pix-

els in spectrogram image must be mapped to pixels in thermal image. Such mapping

must not only capture the general color to color relationship, but the image structure,

which encapsulates the temperature distribution over the thermal image. However, a

typical thermal image have over 65,536 pixels (256x256), which can lead to four bil-

lion links to a 65,536 pixel spectrogram image, making it nearly impossible to compute

over short period of time in temperature sensing applications. Thus, we implement a

neural network to solve the image to image mapping problem. We employ the Pix2pix

model [117], which is a Generative Adversarial Network (GAN) [102] model specifi-

cally designed for image-to-image transformation tasks. Different from Convolutional

Neural Network (CNN)’s dependency on a fixed loss function to optimize the neural

network, GAN implements an adaptive loss function, this allows GAN to solve problem

of neural network generation without a cumbersome loss function design. We formulate



137

the ThermoNet model as follows:

min
G

max
D

V (D,G) = Eζ∼pdata(ζ)[logD(ζ)]

+ Ez∼pz(z)[log(1−D(G(z)))],

(6.9)

max
D

V (D) = Eζ∼pdata(ζ)[logD(ζ)]

+ Ez∼pz(z)[log(1−D(G(z)))],

(6.10)

min
G

V (G) = Ez∼pz(z)[log(1−D(G(z)))], (6.11)

whereG is the generator (i.e., constructor) function,D is the discriminator (i.e., proctor)

function, z is the input data being our image from spectrogram transform, and ζ is the

training data being temperature image from IR camera. To achieve an ideal transforma-

tion result, ThermoNet requires a Constructor and a Proctor to collaborate and compete

against each other.

(a) Constructor is a network of ”encoder-decoder” structure. The encoder has a three-

layer convolution structure with a first layer depth of 64, the second layer depth of 128,

and the third layer depth of 256. Each layer is followed by a ReLU activation function.

In order to abstract and retain more information, we add more weighted layers between

the encoder and the decoder. We use nine residual blocks because the residual blocks

contain skip connections which can concatenate all channels between layers. To capture

the details in image, the decoder is designed with three layers of deconvolution layers

that upsamples the image by eight times larger, magnifying small differences in the

image.

(b) Proctor is a network of ”encoder” structures that contains four layers of convolu-

tion. The other three convolutions use LeakyReLU, except that the first layer uses the

ReLU activation function [244]. The proctor is capable of determining whether the im-

age from the constructor is similar enough compared to the ground truth. The binary
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decision generated by the proctor is then sent to an optimizer that allows the constructor

to generate better results.

The workflow is shown in Fig. 6.8, as the constructor produces batches of thermal

images as sample output, the proctor determines if the generated thermal image outputs

are close enough to the ground truth thermal image. The output thermal images from

the proctor and the losses were sent to the optimizer, then, the optimizer enhances the

weights in the constructor. In the end, the trained ThermoNet model is able to produce

temperature images given the input of spectrogram image without the exact temperature

image in training database as shown in Fig. 6.9.

6.7 Evaluation setup

6.7.1 Experimental preparation

To evaluate the system, we conduct controlled experiments in a lab condition. The

experiment setup is shown in Fig. 6.10. We fabricate the ThermoTag using a square

thin film with a side length of 15 cm and a thickness of approximately 0.01 cm. The

ThermoTag is attached to the inner wall of the cabinet, while ThermoScanner is

Figure 6.10: The film shaped ThermoTag is attached to the left wall inside the cubic
foam cabinet, ThermoScanner is placed on the outer of right wall of the cabinet. The
heater heats up the air in the cabinet, and thus heating up ThermoTag.
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placed outside the cabinet. We then align the ThermoScanner to the direction of the

ThermoTag starting from a distance of 25 cm. Note that there is no physical blockage

between ThermoTag and ThermoScanner except the wall of cabinet box in the overall

performance study. Room air temperature is held constant at 70 F to eliminate variation

in heat dissipation across different evaluation experiments. To collect ground truth , we

utilize a wired thermometer with precision of ±1.0F and an IR camera with precision

of ±3.0F to compare with results from ThermoDot and ThermoNet, respectively [5,

39]. We evaluate the system performance under the temperature ranging from 30F to

120 F for all experiments that can satisfy various scenarios such as room temperature

monitoring and food/medicine package temperature monitoring.

Application Protocol: To make ThermoWave easily deployable, the system employs

a ready to sense protocol that automatically performs a scan for ThermoTags in the

environment. After a ThermoTag is localized, ThermoScanner will continuously

interrogate the tag for thermal scattering response, and perform temperature inference

using ThermoDot and ThermoNet.

Data Collection and Preparation: Due to ThermoWave’s paradigm containing two

modules with unique output, two separate groups of ground truth data are collected for

ThermoDot and ThermoNet. Utilizing the digital thermometer, a camera is placed to

record the continuous temperature change of ThermoTag and the temperature values

are obtained using optical character recognition. As a result of high-speed continuous

data collection from ThermoScanner, 90,000 lines of feature array is collected, and a

75%-25% split is utilized to separate the training and testing data. For the IR camera,

its seven frames per second video frame rate forced ThermoNet’s sampling rate to

seven Hz with alignment. ThermoNet is a data-intensive model, we collected 105,790

thermal images and generated the same number of spectrogram images for ThermoNet

model training and testing. To effectively assess the performance of the two models, we

collect a single group of data for training, and test it against different scenarios that were

not trained.
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6.7.2 Performance Metrics

To analyze the ThermoWave performance in both dot-wise sensing and thermal imag-

ing, we introduce performance metrics tailoring to ThermoDot and ThermoNet’s out-

put data format.

6.7.2.1 ThermoDot Metrics

In order to assess ThermoDot’s ability to correctly derive a single temperature value

from a specific location using mmWave signal, we prepared three numerical metrics

to evaluate the performance of dot temperature sensing, including percentage accuracy,

maximum error, and correlation coefficient.

Percentage accuracy: Correct temperature prediction is defined as value predicted

within the precision tolerance (i.e., threshold) of ground truth value.

Maximum error: Average of the top 1% error between the predicted value and ground

truth value.

Correlation coefficient: To have a general grasp on how close is the predicted tem-

perature value to ground truth temperature value, the correlation coefficient is em-

ployed [134]. A higher value (with a maximum value of 1) indicates better routine

system performance.

6.7.2.2 ThermoNet Metrics

The metrics for ThermoNet need to consider the two-dimension characteristics of the

output and ground truth. Since thermal imaging is commonly done by IR systems as a

two-dimensional image reading with each pixel containing RGB components, we used

the IR imaging system FLIR ONE PRO with approximately ± 3.0 F precision as our

ground truth. To evaluate the thermal imaging performance at both macro and micro

levels, we utilize a total of three metrics that can effectively compare the similarity

between two images.
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Structural Similarity Index: We utilize Structural Similarity Index (SSIM) [236, 237]

for the thermal image structural comparison between prediction and ground truth. SSIM

is based on three measures of two thermal images, i.e., luminance, contrast, and struc-

ture, which correlates to intensity, distribution, and target location in the thermal image.

The SSIM we used is formulated as:

SSIM(p, g) = [l(p, g)] ∗ [c(p, g)] ∗ [s(p, g)], (6.12)

where p and g are the predicted thermal image and ground truth thermal image, respec-

tively. When the value of SSIM (p, g) reaches 1, p and g shares the highest similarity,

which means the predicted thermal image is nearly identical to the ground truth. l(p, g),

c(p, g), and s(p, g) are the individual measure of the similarity in luminance, contrast,

and structure, respectively.

Peak Signal to Noise Ratio: We use an MSE based peak signal to noise ratio (PSNR)

to verify the estimated thermal image quality as calculated below:

MSE =

∑A,B
a=1,b=1[I1(a, b)− I2(a, b)]2

A ∗B
, (6.13)

where a and b are indices of 2-D image under the thermal image resolution (A,B) pixels

in horizontal and vertical axis, respectively. I1 is the ground truth, and I2 is the generated

thermal image. Based on MSE, the PSNR is formulated as:

PSNR = 10 log10

R2

MSE
, (6.14)

where R is the maximum value of each pixel value in I1 and I2 (i.e., R is 255 if I1 and

I2 is read as uint8 format and R is 1 if I1 and I2 is read as floating point format).

Percentage Accuracy: Percentage accuracy is calculated via counting the number of

pixels in the generated thermal image (I) that are within ∆ distance from ground truth

thermal image (T) and dividing by the total number of pixels in the thermal image.
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Percentage Accuracy can be expressed as:

Accuracy =
count(|I − T | < ∆)

count(I)
∗ 100%, (6.15)

6.8 ThermoWave Evaluation

6.8.1 Overall Performance

We evaluate the temperature inference accuracy from multiple aspects for both dot-wise

temperature sensing and thermal imaging.

Dot-wise Performance. ThermoDot shows reliable performance in dot-wise tempera-

ture sensing by accurately reading the temperature values of ThermoTag. As shown in

Fig. 6.11, the bagging algorithm shows the best performance compare to LSBoost and

Random Forest. By comparing the prediction results of ThermoDot to the ground truth

temperature values, the correlation coefficient is determined to be 0.99993. This means

that ThermoDot’s prediction result is extremely close to the actual temperature value if

not exactly the same. With the maximum error being ±0.97 F, ThermoDot’s precision

in temperature inference can be determined to be ±1.0 F, which is exactly the same as

the ground truth temperature measuring device. In other words, ThermoDot’s excep-

tional temperature inference performance is not over-fitted, and arguably bottle-necked

by the ground truth sensing device. For percentage accuracy, ThermoDot is capable of

returning 99.9% of temperature readings under the precision of ±1.0 F. For all subse-

quent evaluations, the highest accuracy possible would be the 100% with the standard

precision of ±1.0 F.

Thermal Imaging Performance. ThermoWave system relies on ThermoNet module

to produce thermal images, and the temperature image can be analyzed two-fold. First,

in a two-dimensional temperature matrix perspective, each pixel is changed to temper-

ature based on color, ThermoWave achieves an overall accuracy of 99.16% under the

precision of ±3.0F across the two-dimensional sensing range with MSE is calculated to
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Figure 6.11: Micro-benchmark of temperature recognition accuracy versus precision
tolerance comparing three typical regressor algorithm.

be 2.2351. At around 85 F, the temperature imaging device has a precision of approxi-

mately±5F, which states that given a more accurate ground truth device, ThermoNet’s

performance in per pixel temperature accuracy can be higher than the IR imaging de-

vice. On the other hand, the two-dimensional data is viewed as a stand-alone image,

PSNR is calculated based on the prediction result from ThermoNet to ground truth IR

image. Examples of the image-to-image comparison are shown in Fig. 6.9. PSNR is

determined to be 23.9872 for the collection of the standard data set. The SSIM from

generated temperature image to the ground truth temperature image is determined to

be 0.9439, with SSIM being close to 1, meaning the generated image and ground truth

image is very close, ThermoWave proves to be an accurate system.

6.8.2 Performance of Different Configurations

When ThermoWave system is applied in different scenarios, it is common that pa-

rameters such as sensing distance will vary from experiment condition. We evaluate

ThermoWave system with different parameter variations to assess the reliability.

ThermoTag Shape. When ThermoTag is shaped to conform with the sensing target’s

surface, the shape alone might have an impact in the temperature recognition. Thus, we
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test ThermoTag in irregular shapes such as bend, camber, curve, and fold to simulate

various conditions such as sensor taped to the wall, fixed into corners, and tied to cables.

The result shows ThermoWave system remains in high performance with dot-wise

temperature inference score averaging to 99.9 % accuracy, ± 1.4522 F max error, and

0.9993 correlation coefficient. ThermoNet scores average to 23.5174 PSNR and 0.9407

SSIM. In conclusion, ThermoWave is able to retain 99% accuracy at all four tag shapes

for both dot-wise temperature sensing and thermal imaging. The performance is shown

in Fig. 6.12, results have proven that ThermoWave system is fully functional with

different tag shapes.

Figure 6.12: Performance for both dot-wise temperature and thermal imaging under
different ThermoTag shapes.

ThermoTag Size. A crucial parameter of the sensor is its physical size (i.e., surface

area in thin-film format), which directly contributes to the occurrence rate of thermal

scattering effect. Thus, it is necessary to examine the impact of ThermoTag size to

ThermoWave system performance. We used three sizes of square-shaped sensors with

length 15 cm, 7.5 cm, and 2 cm as shown in Fig. 6.10. Performance scores are shown in

Table 6.2 and 6.3 for dot-wise temperature sensing and thermal imaging, respectively. It

Table 6.2: Dot-wise evaluation performance of different ThermoTag sizes.

Sensor length Accuracy (%) Maximum error (F)
2 cm 99.8 1.5

7.5 cm 99.9 1.2
15 cm 99.9 1.0
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is also noteworthy that the distance capacity of ThermoTag in relation to the size is ex-

pected to exhibit a positive correlation. Our intuition is to use radar cross-section (RCS)

to estimate the distance capacity in free space. However, the thermal scattering effect is

different from the material’s reflection property, making RCS an inaccurate description.

Thus, we empirically determine the distance capacity of a ThermoTag with a 2 cm

side length to be 50 cm. The overall high sensing accuracy result proves ThermoWave

system is highly reliable with different sensor sizes for various application scenarios.

6.9 Robustness Analysis

6.9.1 Impact of Occlusion

One critical feature of ThermoWave system is passive wireless and functions in NLOS

scenarios. Thus, we chose four universal occlusion scenarios in such packaging material

occlusion, the thickness for bubble bag, foam, paper, wood subjects are 1.0 cm, 1.0 cm,

0.01 cm, 6.35 cm, and 2.54 cm, respectively. Among the thermal imaging assessments,

ThermoWave system keeps PSNR above 22.5 and 0.95 SSIM for all four occlusions

as shown in Fig. 6.13, proving its usability. Without surprise, the IR camera’s result

showed a thermal image for the blocking object instead of ThermoTag during the heat-

ing and cooling period, which stayed the same throughout the experiment session. This

result shows ThermoWave’s a crucial advantage over existing IR cameras that utilizes

mmWave as media to communicate with ThermoTag that achieves thermal imaging in

NLOS scenarios.

Table 6.3: Thermal imaging evaluation performance of different ThermoTag sizes

Sensor length Accuracy (%) PSNR SSIM
2 cm 97.7 21.1184 0.9435

7.5 cm 99.1 23.5449 0.9436
15 cm 99.2 23.9872 0.9439
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Figure 6.13: Dot-wise Performance under occlusion.

6.9.2 Impact of Sensing Distance

To validate ThermoWave’s usability in contact-less (i.e., zero to ten cm) and wire-

less (above 50 cm) application scenarios, we performed a series of experiments with

sensing distance ranging from 0.25 m to 2 m. Results have shown minimum accuracy

change (i.e., above 99%) as the ThermoTag with side length 15cm moved up to two

meters. Based on the sensing capacity of mmWave, ThermoWave system is expected

to perform highly accurate temperature sensing with a further distance than two meters.

Thus, ThermoWave is capable and suitable for many industrial applications such as

cold chain transportation in logistics.

6.9.3 Impact of Scanning orientation

The impact of sensing angle is a common concern when testing wireless communica-

tion, and it is important to have a device that works with various sensing angles to be

robust. Therefore, we measure the dot-wise performance of ThermoWave by having a

ThermoTag fixed on top of the sensing target, and ThermoScanner to move around

the sensing target for angular adjustments. Due to the fact that the film shaped Thermo-
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Tag is symmetrical on all axis, we measure angles from 0 degrees to 90 degrees with

15 degrees of increment. Based on performance results shown in Fig. 6.14, the percent-

age accuracy was in the high 90s from 45 to 90 degrees with a correlation coefficient

averaging to 0.9985, proving ThermoWave is strong with different sensing angles for

various sensing applications.

Figure 6.14: ThermoDot performance under different scanning orientations with Ther-
moTag fixed in location and ThermoScanner rotating around.

6.9.4 Impact of Sampling Rate

It is very worthy to mention the importance of the time that ThermoWave takes to

acquire a signal, which is directly proportional to the temporal efficiency in applications.

Thus, we assess ThermoWave’s performance under various sampling rates for both dot-

wise and thermal imaging models. While the wired thermometer can give continuous

readings for ThermoDot ground truth, the IR camera has a limitation of around seven

frames per second, limiting the sampling rate for ThermoNet’s ground truth. Thereby,

we examine ThermoWave’s sampling rate from one Hz to seven Hz. Results show that

ThermoWave can achieve a 7 Hz sampling rate without significant loss of accuracy, as

shown in Fig. 6.15.
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Figure 6.15: Both ThermoDot and ThermoNet’s accuracy performance at sampling
rates from one Hz to seven Hz.

Figure 6.16: Plot of accuracy against time in days into permanence experiment across
two weeks of testing period.

6.9.5 Permanence Analysis

To investigate the permanence of ThermoWave, we collected multiple sessions of dot-

wise temperature data on a single ThermoTag across three weeks. In the first week,

approximately ten samples of data (i.e., temperature value ranged 35F to 80F with

0.1F resolution) is collected each day to train a ThermoDot model. In the next two

weeks, two samples of untrained data are collected each day for testing the pre-trained

ThermoDot model, and the predicted temperature vs. ground truth temperature is used

to measure the accuracy. As shown in Fig. 6.16, ThermoDot model delivered over 99%

of prediction is within the ±1.0F precision, proving the ability to sustain a long period

with high accuracy.
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6.9.6 Environmental Dynamics

To determine whether ThermoWave can function under different environmental inter-

ferences such as humidity and vibration, a ThermoTag’s thermal imaging performance

is tested in simulated conditions. For the humidity simulation, a humidifier is placed

in front of the cabinet, and air at near dew point is blown into the cabinet to ensure

ThermoTag is surrounded with humid air. For the vibration simulation, an actuator is

placed on top of the cabinet vibrating consistently to introduce pseudo-random vibration

to the ThermoTag. The result in Fig. 6.17 proves that ThermoWave can maintain high

accuracy while under humid and shaking conditions.

Figure 6.17: ThermoWave thermal imaging performance under environment interfer-
ences.

6.10 Real World Test

To ensure that ThermoWave system remains accurate temperature sensing performance

when it leaves lab condition, thus, we deploy ThermoWave in a complex scenario

where multiple tags exist in a compact and NLOS setting with environmental distur-

bances. To determine ThermoWave’s capability of recognizing multiple ThermoTags

in a complex scenario, we attach two ThermoTags to the back of a storage box that is

20 cm away from each other (i.e., on the upper left corner and the lower right corner
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Figure 6.18: Two ThermoTags in the
shelf box for thermal imaging.

Figure 6.19: Dot-wise temperature per-
formance for the two ThermoTags in the
box.

of the box) for sensing. Next, to determine its resistance toward environmental dynam-

ics such as vibration and humidity, arbitrary water vapor in heated air is blown into the

box while an actuator is generating arbitrary vibration inside the box. As shown in Fig.

6.18 and 6.19, ThermoWave is capable of identifying the positions of each Thermo-

Tag and accurately reading thermal images. The confusion matrix consists of dot-wise

temperature prediction accuracy for both of the ThermoTags. The average accuracy

is determined to be 97.7% with ±1.0F precision. In conclusion, ThermoWave system

is capable of accurately recognizing ThermoTags position as well as inferring each of

their temperature for both dot-wise and thermal imaging.

6.11 Discussion and Limitations

ThermoNet modeling: It is ideal to have a model that specifies which segment of ther-

mal scattering response corresponds to a specific pixel in the resulting thermal image.

Thus, it is appealing to utilize ThermoDot’s model and expand feature extraction upon

multiple frequencies to a dimension that matches the number of pixels in the ground

truth. However, this technique is hindered by the computational overload and mmWave

beam-forming precision, which is too costly and too blurred at long distance, real-time

sensing. Thus, the current data-driven GAN methodology is applied.
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Potential Medical Applications: ThermoTag’s cholesteryl material is a common

steroid chemical in mammalian organism’s body [147, 169], meaning it is not inher-

ently toxic and is often researched in the medical domain. Beyond the experimentation

of this chapter, it is foreseeable that ThermoTag will be applied to human body for

medical purposes and possibly in the human body for fine-grained temperature monitor-

ing. In addition, ThermoScanner’s electromagnetic radiation is powered at 1.2 W with

8dBm radio transmission power at the range of two meters, which is insignificant when

compared to modern wireless communication infrastructure, such as Wi-Fi. Moreover,

the power can be further reduced in surgical application scenarios where the sensor is

placed closer to the body. Thus, ThermoWave is a safe and ecological technology for

medical applications in the near future.

Aging effect of film: It is common that material in the shape of film experience degra-

dation(i.e., aging from wear, tear, or erosion). Preserving the shape of the sensor is also

an important task in protecting the system. We came up with two solutions to protect

ThermoWave film from the aging effect. (i) Cover the film with a protective material

such as a thin sheet of PVC, which is tested in our evaluation experiments that have

little effect on the overall ThermoWave system’s overall sensing ability. (ii) Design a

calibration protocol such that accuracy is tested periodically. Once the accuracy falls

below a threshold, replace the ThermoTag.

Metallic Occlusion: It is worth to mention that metallic objects are excellent at re-

flecting radio frequency waves, making wireless communication difficult with metallic

occlusion. Consequently, when a sheet of metal lays in between ThermoTag and Ther-

moScanner, the thermal scattering response is unlikely to be generated considering the

blockage.



152

6.12 Related Work

Wireless Temperature Monitoring: Existing wireless temperature monitoring tech-

nology can be placed into two categories based on their output (i.e., dot-wise tem-

perature and thermal image). The core of dot-wise temperature sensing systems

[130, 179, 226, 235, 249, 251] is the thermal-electric sensor that delivers a temperature

value. Such a solution associates with high cost (i.e., a single passive RFID tempera-

ture tag is at least $1.00) and harms the environment with heavy metal in its circuity.

Moreover, wireless temperature sensor such as the RFID tags are usually one-time use

and create unsalvageable electronic waste [78]. On the other hand, thermal imaging de-

vices reads temperature matrices by measuring the amplitude of electromagnetic wave

in front of the imaging sensor, which fails if there is occlusion such as a piece of paper

(e.g., infrared [151], mmWave [168]). Up to date, no wireless temperature monitoring

technology is capable of ultra-low cost and ecological temperature sensing, as well as

thermal imaging with occlusion.

mmWave Sensing: mmWave sensing has been growing popularity in different fields

(e.g., 5G in telecommunication, object detection in autonomous driving, etc.) in recent

years. Many focus on macro motion and three-dimensional geometry of target object

such as electronic identification, human gesture recognition, heart motion sensing, and

tag pattern identification [141, 143, 146, 238, 245, 260], while others focus on micro-

motion and internal characteristic such as liquid classification and liquid crystal phase

recognition [139, 180, 181]. To this date, ThermoWave is the first mmWave sensing

system to perform ultra-low cost, ecological, and flexible temperature sensing using

thermal scattering effect that achieves thermal imaging.

6.13 Conclusion

In this chapter, we develop a novel mmWave technology-based paradigm, Ther-

moWave, for wireless temperature monitoring. The ThermoWave design exploits the



153

thermal scattering effect, i.e., the changing ambient temperature can impact the scatter-

ing characteristics of the cholesteryl material when it is probed by RF signals. We fab-

ricate a film-based temperature tag (i.e., ThermoTag) using cholesteryl material, which

is attached to the target object. Then, we prototype a mmWave based ThermoScanner

for interrogating thermal scattering response from ThermoTag. Finally, the response

signals are fed to ThermoDot and ThermoNet model for dot-wise temperature recog-

nition and thermal imaging, respectively. ThermoWave is capable of achieving the

precision of ±1.0◦F in the range of 30◦F to 120◦F for dot-wise temperature and ±3.0◦F

precision in thermal imaging. ThermoWave is promising to enable wireless signals to

sense environmental and object temperature without the infrastructure support. Various

experiments also proved the robustness of ThermoWave, demonstrating its potential to

serve as the next-generation temperature sensing technology.



Chapter 7
Conclusion

7.1 Summary

In this dissertation, we propose a novel wireless meta-sensing technology to secure and

identify the vulnerabilities of IoT devices and further empower a new paradigm of IoT

with wireless inkables. This dissertation is the first to explore the connection between

wireless sensing, material and component, and security and privacy analysis for IoT.

From the IoT security view, this dissertation uncovers the security and privacy analysis

with wireless meta-sensing on the material or components in the current commercial

devices. From the IoT paradigm view, this dissertation also facilities a new paradigm

shift from passive wireless sensing and analysis on existing material or components to

active new wireless-chem material design impelled by the next IoT.

Our contributions can be summarized in the following four chapters:

• In Chapter 3, we proposed a hidden e-device recognition system E-Eye, to aid

law enforcement and ensure security. We started from the basics characteristics

of the e-device and cover material under the nonlinear effect. Then, we proposed

a portable 24GHz mmWave probe and the e-device recognition module to accu-

rately recognize the hidden e-device type. Furthermore, extensive experiments in-

dicated that E-Eye could achieve excellent performance in hidden e-device recog-
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nition with a millisecond-level response time for the security check and law en-

forcement.

• In Chapter 4, we first identified and validated a new and yet practical side-channel

to infer contents on digital screen via the liquid crystal nematic state sensing in

isolation scenarios. A novel end-to-end deep learning-based hierarchal module

was designed to recognize the screen content type and retrieve the sensitive in-

formation on digital screens. Furthermore, extensive experiments indicated that

the proposed WaveSpy achieves high inference accuracy through-wall within a

middle distance with a centimeter-level screen solution, which can significantly

reduce the attack cost.

• In Chapter 5, we presented a paper-based and mmWave-scannable tagging infras-

tructure FerroTag, to promote inventory management technologies. FerroTag is

easy to use and low-cost, which is on the basis of ferrofluidic ink on the paper

print and its interference to the mmWave signal. An end-to-end prototype based

on a commercial inject printer and a software framework of detecting and rec-

ognizing a newly designed nested tag pattern are designed and implemented in

practice. Extensive experiments, including one case study with complex scenes,

imply that FerroTag can achieve superior accuracy in tag identification within a

quick response time.

• In Chapter 6, we developed a novel mmWave technology-based paradigm for

wireless temperature monitoring. The ThermoWave design exploits the thermal

scattering effect, i.e., the changing ambient temperature can impact the scattering

characteristics of the cholesteryl material when it is probed by RF signals. We fab-

ricated a film-based temperature tag (i.e., ThermoTag) using cholesteryl material,

which can be attached to the target surface. ThermoDot and ThermoNet mod-

els are designed for dot-wise temperature recognition and thermal imaging. The
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experiments indicated that ThermoWave could greatly work for passive wireless

temperature monitoring with high precision as a new paradigm of IoT.

7.2 Future Scope

In the near future, our research will continue to focus on hardware and software inte-

gration systems designs for high-impact social applications via wireless meta-sensing.

There are also some potential directions to continue this dissertation.

Wireless Meta-sensing for Autonomous Vehicles Security: Autonomous vehicles,

including aerial, ground, sea, and underwater vehicles, are becoming an integral part

of our life. Compared to daily IoT devices (e.g., smartphones and smartwatches), au-

tonomous vehicles have significantly powerful actuation, which can cause much more

severe disasters after affected. The question of the security and privacy of autonomous

vehicles rises rapidly. Wireless meta-sensing can detect the unique internal traits of the

target autonomous vehicles to address abundant concerns about autonomous vehicle se-

curity, such as the in-situ drone authentication and adversarial attack on the autonomous

vehicle.

Wireless Meta-sensing for Multi-functional Inkable Sensors: Inkable sensor is

a new paradigm of IoT and AI Sensors. However, to build such powerful and versa-

tile inkable sensors, there are still huge urgent needs for more wireless-chem material.

Therefore, another promising direction is to embed the state-of-the-art multi-functional

material into inkable sensors. We envision our system can achieve more sensing func-

tionalities via wireless meta-sensing, such as monitoring air quality, pressure, and mois-

ture.
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