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Abstract—Wireless networks operating in the 60 GHz band
have the potential to provide very high throughput but face a
number of challenges (e.g., high attenuation, beam training, and
coping with mobility) which are widely accepted but often not
well understood in practice. Understanding these challenges, and
especially their actual impact on consumer-grade hardware is
fundamental to fully exploit the high physical layer rates in the
60 GHz band. To this end, we perform an extensive measurement
campaign using two commercial off-the-shelf 60 GHz routers in
practical real-world environments. Our study is centered around
two fundamental adaptation mechanisms in 60 GHz networks—
beam training and rate control—whose interactions are key
for performance. Understanding these interactions allows us
to revisit a range of issues and provide much deeper insights
into the reasons for specific performance compared to prior
work on performance characterization. Further, our study goes
beyond basic link characterization and explores for the first
time practical considerations such as coverage and access point
deployment. While some of our observations are expected, we
also obtain highly surprising insights that challenge the prevailing
wisdom in the community.

I. INTRODUCTION
The almost 7 GHz of unlicensed spectrum centered around

60 GHz [1] have attracted ample attention from both academia
and industry as a solution for providing multi-gigabit indoor
WLAN connectivity. First commodity devices operating in this
band [2] are based on the WiGig standard, and were introduced
in the market at the end of 2013, targeting applications like
wireless docking stations and wireless HDMI. Over the last
couple of years, devices compliant with IEEE 802.11ad such
as Access Points (APs) and laptops have been released com-
mercially, and major chipset manufacturers [3], [4] provide
the corresponding tri-band chipsets that support 2.4, 5, and
60 GHz. In the future, 802.11ad (and eventually 802.11ay)
devices will likely become as ubiquitous as legacy WiFi.

While 60 GHz networks provide multi-gigabit rates at the
physical layer, inefficient network operation can offset much
of the nominal performance. The propagation characteristics
at 60 GHz have led to a widely accepted set of assumptions:
(i) directional communication is needed to overcome the high
attenuation in the 60 GHz band, (ii) the overhead due to
frequent beam training in case of blockage and mobility is
prohibitively high, and (iii) at least one AP per room is
required in indoor environments to provide line-of-sight (LOS)
links in most cases. Researchers have devoted a significant

effort to improve performance and relax some of these assump-
tions based on insights from experimental software-defined
radio testbeds [5], [6] and non-standard-compliant commercial
hardware [2]. However, the performance of consumer-grade
802.11ad devices is not well understood. This is critical, since
as a community we must first understand the actual practical
issues in order to focus our research efforts accordingly.

In this paper, we study the behavior of two 60 GHz com-
mercial off-the-shelf (COTS) devices. While earlier work also
considers consumer-grade hardware [7], [8], the key difference
is that our devices are fully compliant with the 802.11ad
standard and have been designed for the particular application
of a WLAN, instead of a wireless docking scenario. We
perform an extensive measurement campaign in real-world
scenarios to assess the pitfalls of 802.11ad. While some of our
results match the widely accepted issues of millimeter-wave
networking, we obtain a number of insights that challenge the
prevailing wisdom in the community:

• Certain environments such as narrow corridors facilitate
propagation, enabling ranges beyond 160 feet.

• High rates and long ranges are feasible even if one side
of the link uses highly directional beam patterns and the
other side uses a quasi-omnidirectional pattern.

• Mounting 802.11ad APs on the ceiling provides the
highest range and resiliency against blockage, but occa-
sionally results in erroneous beampattern selection.

• A single AP can serve multiple rooms in a typical home
or office environment due to the low attenuation of
drywalls, thus simplifying network deployment.

• The actual challenge for network deployment is self-
shadowing and antenna placement on the device, which
limits communication for steering angles beyond 60◦.

• Transient human blockage has low impact on 802.11ad
since the cost of beam training is comparatively low.

• Node mobility is very harmful since the interaction of
beam training and rate control is still unsolved.

This paper is structured as follows. In § II we provide back-
ground on 802.11ad and in § III we describe our experimental
methodology. § IV, V, VI, VII, and VIII contain our results
on link performance, coverage, AP deployment, blockage, and
mobility, respectively. We discuss our insights in § IX. § X
surveys related work and § XII concludes the paper.



II. IEEE 802.11AD PRIMER

802.11ad works similarly to earlier versions of the standard
except for the additional mechanisms needed for directional
communication. The channel is divided into Beacon Intervals
(BIs). On our COTS hardware, the duration of a BI is 100
ms. Each BI is in turn divided into a Beacon Header Interval
(BHI) and a Data Transmission Interval (DTI). The former is
for control messages and the latter for data transmission.

The BHI consists of three parts. During the Beacon Trans-
mission Interval (BTI), the AP sends beacon frames on each of
its sectors to announce its presence. Next, in the Association
Beamform Training (A-BFT), stations and APs train their
transmit and receive sectors for the data communication in
the DTI using a Sector Level Sweep (SLS). Finally, the
Announcement Transmission Interval (ATI) allows stations
and APs to exchange other control data. Our hardware does
not implement the A-BFT but instead moves the SLS to the
DTI. This is allowed by the standard. During the SLS, each
side transmits a control message on all its sectors while the
other side listens omni-directionally. The standard does not
define the periodicity of the SLS. On our hardware, nodes
perform an SLS every 10 BIs if the nodes are associated
but no data is being transmitted. If data is transmitted, an
SLS only occurs in case of a missing ACK. During the DTI,
nodes can exchange data in a contention-based manner or in a
time-division manner. Current hardware only implements the
former. Also, nodes use Transmission Opportunities (TxOP)
with block acknowledgments for more efficient medium usage.

III. DEVICE AND MEASUREMENT DETAILS

Devices: The TP-Link Talon AD7200 [9] and the Netgear
Nighthawk X10 Smart WiFi Router [10] are the only two
802.11ad-compliant routers available on the market.

The TP-Link Talon AD7200 was the first commercially
available 802.11ad router released in June 2016. It uses the
802.11ad QCA9008-SBD1 module with the QCA9500 chipset
from Qualcomm, supporting single-carrier data rates up to
4.6 Gbps. The 32-element phased antenna array is located
on a separate board and connected to the chipset with a
MHF4 cable. The router also includes an 802.11n/ac solution
from Qualcomm. Since the router only provides 1G Ethernet,
maximum throughput is limited to 1 Gbps.

The Netgear Nighthawk X10 Smart WiFi Router was re-
leased around October 2016. It uses the same 802.11ad module
from Qualcomm as the one used by Talon. In addition to the
1G Ethernet ports, it has a 10-Gigabit LAN SFP+ interface.
Yet, we found that in practice the maximum throughput (with
MCS 12) is limited to around 2.3 Gbps.

The Acer Travelmate P446-M [11] laptop, released in April
2016, has the client-version QCA9008-TBD1 of the module
used in the Nighthawk and Talon routers, which includes
802.11ac, 802.11ad and Bluetooth chipsets. The host connects
to the module using an M.2 slot, runs Linux OS (Fedora 24,
kernel 4.x) and uses the open source wil6210 wireless driver to
interface with the chipset. It comes with the same 32-element
phased antenna array as the routers.

(a) Talon AD7200 (b) Nighthawk X10 (c) Acer Laptop
Fig. 1. COTS Devices and Antenna Placement.

The antenna array in the Talon is placed inside one of the
eight external antenna enclosures perpendicular to the router,
with the front of the antenna facing away from the router (see
the rectangular mark in Figure 1(a)). In contrast, the antenna
array in the Nighthawk is rotated back at an angle of around
45 degrees compared to the plane of the router (Figure 1(b)),
allowing for the router to be either mounted on a wall or placed
on a table. In the laptop, the antenna array is placed on the
upper right corner of the laptop’s LCD lid (Figure 1(c)), facing
away from the screen. In all the experiments, we keep the lid
at a 90 degree angle from the surface the laptop is placed on.
Measurement Methodology: For most experiments, the setup
consists of one of the two routers running in AP mode attached
to a high-end desktop over a 1G/10G wired link and the laptop
running in client mode and associated wirelessly to the router
over 802.11ad. The desktop generates downlink TCP traffic
using iperf3 destined for the laptop. We use an additional Talon
router running LEDE [12], to sniff 802.11ad control and data
frames by setting the chipset to monitor mode.

The 60 GHz radios of all the devices use their own rate
adaptation algorithms and beamforming mechanisms. In case
the link is blocked, the radios automatically search for an
alternative NLOS path through a reflection to re-establish the
connection. On the laptop, the wil6210 driver exports detailed
connection parameters, including transmitter and receiver (Tx
and Rx) MCS, MAC layer throughput, signal quality indicator
(SQI), beamforming (BF) status (OK/Failed/Retrying), and
sectors in use both by itself and the AP (0-63 are valid
IDs [13], while 255 refers to cases where no valid sector was
found due to low signal strength). We log all the parameters
every 150 ms.

IV. LINK PERFORMANCE
In this section, we explore the impact of Tx-Rx distance

and relative orientation in LOS scenarios. We conduct our
experiments with both routers in a Lobby and a Corridor. The
former is an open space thinly populated by some desks and
chairs. The ceiling is high and thus does not serve as a viable
reflector. The latter is a narrow corridor (5ft wide) with dry-
wall on both sides. It does not contain furniture or any other
objects. For comparison, we also perform measurements in an
open outdoor space.

The main metric used in our results is the average PHY data
rate calculated from the MCS logs collected from the driver.
For Talon, this metric better represents link performance since
its 1G Ethernet interface limits upper layer throughput to 1
Gbps. On Nighthawk, we verified that the TCP throughput
(reported by iperf3) and the MAC throughput (reported by the
driver) closely follow the trend of the average PHY data rate.



Outdoor Lobby Corridor
>2 Gbps >1 Gbps >2 Gbps >1 Gbps >2 Gbps >1 Gbps

Nighthawk 23 ft 65 ft 55 ft 80 ft 140 ft 155 ft
Talon - - 80 ft 80 ft 155 ft 155 ft

(a) Range in different environments.
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(b) PHY data rate over distance in the Corridor.
Fig. 2. Performance characterization with distance.

A. Distance

It has been a common belief that the communication range
at 60 GHz is very short even in free space due to the high
attenuation. As a result, commercial and proposed use of 60
GHz technology has been limited until recently to short ranges,
e.g., for wireless HDMI [14], wireless docking [2], or for
augmenting data center networks with high capacity wireless
links [15], [16], [17]. Our experiments confirm that this is
indeed the case in outdoor spaces. Figure 2(a) shows that
average data rates higher than 1 Gbps (2 Gbps) can only be
achieved for distances up to 65 ft (23 ft). For longer distances,
we found that the data rate drops sharply to zero.

In contrast, our indoor experiments with both routers show
a very different picture; both routers achieve excellent range
in both environments. Figure 2(a) shows that in the lobby both
routers maintain Gbps rates up to 80 ft due to reflections from
walls and nearby objects that help extend the range. In the
corridor, the range is even longer; rates above 2 Gbps are
achieved for distances as long as 140-155 ft, possibly due to
the waveguide effect [18]. Note that in both environments our
maximum range is limited by the dimensions of the building
and not by path loss. Unlike in the outdoor experiments, we
observe no sharp drop of the throughput in the two indoor
environments, which suggests that ranges can be even longer.

However, there is a caveat, shown in Figure 2(b), which
plots the average PHY data rate over distance in the corridor
with the two routers. Although the data rate for both routers
does not drop with distance until about 150-155 ft, it exhibits
large variations for distances longer than 50-75 ft due to
multipath effects. In contrast, we found that the performance
in the lobby exhibits a smoother, but also relatively faster,
drop with distance. Interestingly, Figure 2(b) shows that per-
formance with Talon remains stable for longer distances than
with Nighthawk in the corridor; the same is true in the lobby.
This shows the crucial role of antenna placement within the
AP (the primary difference between the two routers).

We conclude that multipath propagation and waveguide ef-
fects can boost range to levels commensurate to those achieved
by legacy WiFi devices. Thus, dense deployment of 60 GHz
APs may not always be required in indoor environments.
On the other hand, such long ranges may result in more
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(a) Performance for different Tx
angles with both routers.
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(b) Loss due to suboptimal Tx sector
with Talon for different Tx angles.

Fig. 3. Impact of Tx-Rx Orientation. The AP is rotated from −90o to +90o

while the client is kept at 0o.

interference and lower spatial reuse than commonly expected
for 60 GHz.

B. Orientation

We analyze the impact of the relative orientation between
the AP and client since practical phased arrays cannot generate
homogeneous beams across all directions [19]. We place AP
and client facing each other at a distance of 50 ft in the Lobby.

We first rotate the client from −90o to +90o. Surprisingly,
we find that the Rx sector never changes, even at extreme
angles, and Gbps communication is possible for Rx angles in
[−60o, 75o] with Nighthawk and [−75o, 75o] with Talon. This
suggests that the laptop uses quasi-omni beam patterns during
reception. The same is true for reception with the two routers.
This is even more surprising given the long communication
ranges in Section IV-A and suggests that, contrary to common
belief, Gbps rates can be achieved at 60 GHz even if high
beamforming gains are only available at one side.

We then keep the client at 0o and rotate the AP from
−90o to +90o. Figure 3(a) shows that high data rates can
be sustained under large Tx angular displacement (although
smaller than the Rx angular displacement), with both routers.
With Nighthawk, we observe high data rates in the range
[−45o, 300] and a gradual drop for larger angles. No connec-
tion was established for ±90o. The performance with Talon is
even better; the average data rate remains above 1 Gbps for
the whole range [−90o, 900], with the exception of 600. Our
results also show that performance and sector selection are
asymmetric with respect to the 0o orientation for both routers.
This is caused by two factors. The beam patterns themselves
are not symmetric, and the lobby is not symmetric so that
reflected paths may be available on one side but not the other.

We found that both routers use different sectors at each
angle, and in certain cases more than one sector for a given
angle. This is especially true for Talon where up to eight
different sectors were selected for certain angles. We study the
(sub)optimality of the selected sectors for Talon in Figure 3(b),
which plots the difference between the antenna array gain of
the optimal sector and the selected sector for each angle. In
cases where more than one sector is selected by the AP for a
given angle, we calculate the weighted average gain using the
fraction of the time each sector was selected as the weight.



The beam patterns for all sectors used by Talon are available
from [20]. Interestingly, Figure 3(b) shows that the AP fails to
select the optimal sector in all cases except for −30o. While
in some cases this suboptimal selection has a small impact
on performance (less than 1 dB loss), in other cases it results
in significant loss (up to 3.6 dB). Note that the difference in
Rx sensitivity thresholds between most consecutive 802.11ad
MCS indexes is only 1 dB [13]. Figure 3(b) also shows that,
contrary to expectation, larger angles do not necessarily result
in more suboptimal sector selection.

V. COVERAGE

While in Section IV we evaluated the impact of Tx-Rx
distance and angular separation on performance separately, we
now look at the impact of both factors together by evaluating
the coverage in the whole lobby. We place the router (Tx) at
two different locations using a different orientation for each
location. The two locations (Tx1, Tx2), and their orientations
are shown in Figure 7(a). We then divide the lobby into a grid
of 8×8 ft squares, and measure the throughput at the center
of each square, with two different client orientations, marked
as Or1, Or2, in Figure 7(a). The results for the two routers are
shown in the form of heatmaps in Figures 4 and 5.

Figures 4 and 5 confirm our previous findings about the
range. However, the performance is the result of the combined
effect of distance and relative Tx-Rx orientation. At both AP
locations, when the client has orientation Or1, there are many
more positions where the relative Tx-Rx angle falls within
[−60o, 60o], which is required for high data rates. In contrast,
with client orientation Or2, a large part of the lobby in not
covered. We also observe a few outliers with high data rate
positions surrounded by very low data rate positions, e.g., in
Figure 5(b), which are the result of reflections from the walls.

A comparison between Figures 4 and 5 further reveals that
coverage depends on the physical location of the antenna
placement in the AP. For example, with the AP at Tx1, Talon
offers much better coverage than Nighthawk for both client
orientations (only 2 white squares in Figures 5(a), 5(b) vs.
14 in Figures 4(a), 4(b)). With the AP at Tx2, coverage is
again better with Talon but there are certain locations where
performance is higher with Nighthawk.

When we look at the dominant sectors used by the two
routers as a function of the Tx-Rx distance and relative angle,
we make the following observations: (i) For the same angle,
different sectors are used for very short distances compared
to longer distances, due to near field effects; (ii) the selected
sectors exhibit a high degree of asymmetry w.r.t. the relative
angle – different sets of sectors are selected for the same
positive vs. negative angle and the same distance; (iii) the two
routers often select different sectors for the same distance and
relative angle. Overall, it is hard to predict what sectors will be
selected at a given location. This strongly depends on factors
such as the radiation patterns, the antenna locations, as well as
the Tx-Rx distance and relative orientation. However, wrong
selection can result in weak (or loss of) coverage. Our results
suggest that a careful AP placement is essential to guarantee

full coverage in large spaces, typically using more than one
AP despite the excellent range.

VI. DEPLOYMENT CONSIDERATIONS
In this section, we evaluate different WLAN deployment

options. We begin with different AP placements in VI-A and
then study the performance under various NLOS scenarios
in VI-B.

A. AP Placement

We evaluate three AP deployment options, in addition to
the default one used in Section IV-A: (i) table – where the AP
is placed on a table at the same height as the client, a typical
deployment for legacy WiFi APs in home environments, (ii)
wall-mounted, at a height of 6 ft – a typical deployment
for legacy WiFi APs in enterprise environments, (iii) ceiling-
mounted – a less common deployment for legacy WiFi APs but
not unusual. Due to space constraints, we only report results
with Nighthawk.

Figure 6(a) evaluates the data rate achieved with the four
options in the lobby. We observe that the table and ceiling-
mounted option yield the best performance, with a data rate
of at least 2.3 Gbps up to 60 ft (a longer range than the
default option) and at least 1.25 Gbps at 80 ft. In contrast, the
wall-mounted option results in faster and larger performance
degradation – less than 1 Gbps at distances longer than 70
ft. Interestingly, placement on the table is the only option that
results in an MCS higher than 8 (10, 12) and data rates as high
as 3 Gbps. However, this only happens when the AP and client
are placed next to each other, which is of limited practical use.
On the other hand, placement on the ceiling sustains higher
throughputs at longer ranges. Additionally, this option is more
resilient to human blockage.

Figure 6(b) compares the performance of the default and
ceiling-mounted options in the corridor. We observe that both
placements exhibit similar performance for up to 60 ft, the
ceiling placement performs better for distances between 60-
110 ft, and the default placement performs better at longer
distances. Interestingly, in the case of a ceiling-mounted AP,
beamforming fails to find a working sector 55% and 15%
of the time at 120 ft and 160 ft, respectively, resulting in
extremely low throughput. At all other distances, sector 20 is
used, the same sector as with the default placement.

Overall, our results suggest that placing the AP on the
ceiling generally yields high performance, especially in open
spaces, but can result in outages (due to poor beamforming
decisions) in narrow spaces (corridors). This shows the need
for more intelligent and robust beamforming algorithms.

B. NLOS Performance

We study the performance of common office NLOS scenar-
ios in a lab with three rows of desks, having metal partitions
between them, and clutter such as computers, monitors, and
wireless equipment, as shown in Figure 7(b). We use four
topologies, where Rx denotes the client position for all 4
topologies, and U-T, C, C-2, C-H denote the AP positions,
respectively: (i) under-the-table with the AP placed under the
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(a) AP at Tx1, client orient. 1.
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(b) AP at Tx1, client orient. 2.
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(c) AP at Tx2, client orient. 1.
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(d) AP at Tx2, client orient. 2.
Fig. 4. Coverage (nominal throughput) with Nighthawk.
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(a) AP at Tx1, client orient. 1.
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(b) AP at Tx1, client orient. 2.
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(c) AP at Tx2, client orient. 1.
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(d) AP at Tx2, client orient. 2.
Fig. 5. Coverage (nominal throughput) with Talon.
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Fig. 6. Evaluation of different placement options.

big oval table and the client placed on the table; (ii) cubicle
with one metal partition between the AP and client; (iii)
cubicle-2 with one metal partition and one drawer between
the AP and client; (iv) cubicle-high with the AP placed on
a drawer higher than the client’s position. In a fifth topology
(Wall), we placed the AP and client on opposite sides of a
wall making sure that the only available communication path
is through the wall itself. Finally, two corner topologies are
shown in Figure 7(c); the space includes both drywall and
glass walls. The performance with Nighthawk and Talon is
shown in Figure 8(a). We also plot the average percentage of
outage time (fraction of 0-throughput samples over the total
throughput samples) at each location in Figure 8(b).

In contrast to common expectation, we observe that both
routers work well in typical NLOS environments, including
some particularly challenging ones such as “under-table” and
“cubicle-2”. Moreover, the outage time is below 5% in all
topologies. In most cases, communication becomes feasible
through reflections. Surprisingly, Talon achieves average data
rates of at least 1.5 Gbps in all seven topologies. On the other
hand, Nighthawk performed very well in the “cubicle” and
“wall” topologies but poorly in the “under-table” and “corner”

topologies. We also observed that the two routers use different
sectors and different MCS for the same topology.

The result for the “wall” topology is of particular interest
for practical deployment purposes. While it has been often
argued that very dense deployments of 60 GHz APs (at least
one AP per room) are required for WiFi-like coverage, our
results show that this is not necessarily the case. Although the
result in Figure 8(a) was obtained with the AP and client very
close to the wall, we also varied the distance between the two
devices up to 16 ft, by moving either one or both of them
away from the wall, with no performance degradation.

To further understand the feasibility of true through-wall
communication, we conducted a larger set of experiments.
We placed the AP outside the lab (spot “Tx” in Figure 7(b))
and ensured no reflections can be used for communication.
We measured throughput at 10 different locations inside the
lab. The client locations (spots 1 to 10) and orientation are
also shown in Figure 7(b). Performance is far from uniform
(Figure 8(c)), with average data rates at different locations
varying from 0 (location 2 for Nighthawk and 10 for both
routers) to as high as 2.3 Gbps (location 7 for Talon and 6
for both routers). A careful inspection of the floorplan reveals
that the performance does not necessarily depend on distance,
but is a combined effect of distance, orientation, and blockage,
confirming our conclusions in Sections IV and V.

Further, we again observe that Talon (the older of the two
devices) has a favorable antenna placement and provides better
coverage and performance. To the best of our knowledge, this
is the first work to explore in detail through-wall communica-
tion in 60 GHz using COTS 802.11ad hardware and discuss
implications in WLAN deployments.



(a) Lobby floorplan. (b) Lab floorplan. (c) Corner scenario floorplan.
Fig. 7. Coverage and NLOS topologies.
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(c) Through-wall performance.
Fig. 8. Evaluation in various NLOS topologies.

VII. BLOCKAGE
We study the robustness to blockage in two different scenar-

ios: (i) mobile client scenario, where the client moves behind
a blocking object and (ii) static client scenario, where a human
moves into the LOS between the client and the AP.

A. Mobile Client, Wall Blockage

We repeated the following experiment five times with each
router: starting from a LOS position, the client moves at a
constant speed (3 ft/s) behind a wall until the link breaks,
stands for 1 s at the point where connectivity was lost, and
then moves back at the same speed until the link is re-
established. Figure 9 shows the MAC throughput (obtained
from the driver), Tx sector ID, and MCS timelines for one
run with each router. The other four runs gave similar results.

We focus on Nighthawk. Figure 9(a) shows that throughput
drops to 0 after 6 s and it recovers after 18 s. Figure 9(c)
shows that the driver starts reporting sector ID 255 and
status “Retrying” at the 6th second. At the 13th second, the
connection is completely lost; and at the 14th second, the client
starts moving back towards the AP. Nonetheless, no sector ID
is reported until the 21st second. Similarly, MCS remains at
1 during the interval 5-13 s, and no MCS is reported during
13-21 s. Finally, note that even though a valid sector is found
at the 21st second, it takes 3 more seconds for communication
to be fully established (non-zero throughput only starts at the
24th second). We observe a similar behavior for Talon in
Figures 9(b), 9(d), with the exception that, in one of the 5
runs, the link was never re-established even though the driver
reported a working sector after 12 s.

We used a second Talon router in monitor mode, placed
on the floor between the client and the AP with its antenna
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Fig. 9. Mobile client, static blockage – Timelines of MAC throughput, Tx
sector ID, and MCS.

oriented towards the client, to investigate the reason behind
the long period of outage. From the traces, we noticed that
after several attempts of unsuccessful SLS execution, both
sides halt their data transmission and their beamforming
training attempts roughly for 10-12 s, followed by repeated re-
association attempts spanning an extra 1-2 s. This behavior can
be due to improper implementation of the association state-
machine in the driver and the firmware which causes this high
latency in re-establishing the communication link.



B. Static Client, Human Blockage

1) Mobile Blockage: The AP and client are in LOS. The
AP is placed at a height of 6 ft and the client at a height of 1.5
ft. We initiate a 30-s TCP iperf session during which a human
moves continuously in and out of the LOS, blocking the link
at different random positions. We consider three different AP-
client distances: 20 ft, 40 ft, and 60 ft. For each distance, we
repeated the experiment five times with each router.

Our results reveal that both routers are resilient to mobile
human blockage; throughput never dropped to zero for any
of the three distances. Nonetheless, we observe significant
differences in the performance across different distances and
across the two routers for the same distance. Throughput with
Nighthawk dropped significantly at each blockage event at 20
ft, but always recovered within 1 s. The AP used a single sector
ID (20) during almost the whole 30-s duration. It is likely
that due to the short AP-client distance, alternative paths via
reflections are hard to find, and the beamforming algorithm
ends up back to the same sector after every beam training
event. The performance was much better at 40 ft and 60 ft,
where throughput never dropped below 1 Gbps and the AP
switched multiple times between 2-3 and 3-4 different sectors,
respectively, maintaining a high quality link. Surprisingly, the
results with Talon were quite different. The performance was
best at 60 ft, followed by 20 ft, and then by 40 ft. Interestingly,
at 20 ft, Talon was able to discover alternative working paths
via different sectors more often than Nighthawk. On the other
hand, at 40 ft, it used one extra sector compared to Nighthawk,
which proved a poor choice most of the time.

2) Static Blockage: We use the same setup and location as
in Section VII-B1 and initiate again a 30-s TCP iperf session.
5 s after the iperf session starts, a human moves into the LOS
between the AP and the client, stands at the same position for
20 s, and then moves out. We consider three different blockage
positions: near the Tx, in the middle, and near the Rx. We
repeated each experiment five times.

Our experiments reveal again different behavior for the two
routers. The performance of Nighthawk is severely affected
at 20 ft for all three blockage positions, with the median
PHY data rate during blockage dropping below 1 Gbps.
Different from the case of mobile blockage, here the AP tried
4-5 alternative sectors but none of them resulted in better
performance. On the other hand, the impact was less severe
for longer distances (40 ft and 60 ft) with a median throughput
above 1.9 Gbps; in particular, in the case of blockage in the
middle, the performance remained largely unaffected at 40 ft
and 60 ft. In these cases, the AP was able to find alternative
paths through reflections using the same subset of sectors as
in the case of mobile blockage.

The performance of Talon was less affected at 20 ft, with
the median PHY data rate during blockage equal to 1.2
Gbps for all three blockage positions. At longer distances,
Talon surprisingly maintained excellent performance when the
blockage was in the middle, without switching to a different
sector after blockage. On the other hand, the performance
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(b) Towards the AP.
Fig. 10. Timeline of average goodput during client mobility. The error bars
show the standard deviation.

dropped significantly in the case of blockage near the Tx or
Rx at 40 ft (with a median data rate of 962 Mbps) and in the
case of blockage near the Tx only at 60 ft (with a median rate
of only 385 Mbps and outage intervals as long as 9 s).

Overall, we conclude that the current beamforming algo-
rithm suffers from two issues: (i) in the case of mobile clients
moving behind blocking objects and back, connectivity cannot
typically be re-established at the point where the link initially
broke, and (ii) in the case of human blockage, sometimes
beamforming fails with detrimental effect to performance.
Nonetheless, the results in the case of human blockage are
in general encouraging, showing overall better performance
than in previous studies.

VIII. MOBILITY

We consider two simple cases of mobility: (i) Moving
towards the AP: The client starts at a distance of 180 ft away
from the AP and moves towards the AP at a speed of 3 ft/s; (ii)
Moving away from the AP: The client starts in front of the AP
and moves away up to a distance of 180 ft at the same speed.
In both cases, a TCP iperf session is run for the duration of
the motion. We repeated five runs for each type of motion.

Figure 10, plotting the average PHY data rate over distance
for both motion types with each router, shows that Talon
is much more robust to motion compared to Nighthawk.
When the client moves away from the AP, Talon maintains
an average PHY data rate of at least 2.3 Gbps up to 67 ft,
while Nighthawk’s data rate drops below 2.3 Gbps at 37 ft. For
longer distances, Talon’s average data rate remains higher than
1 Gbps while Nighthawk’s rate drops to much lower levels.
Similarly, when the client moves towards the AP, Talon’s
average rate remains above 1 Gbps for distances shorter than
157 ft, while Nighthawk sustains rates above 1 Gbps only for
distances shorter than 90 ft. We also found that the average
fraction of outage time (due to beamforming failures) remains
below 30% with Talon and drops to zero for distances shorter
than 110 ft, while it reaches up to 85% with Nighthawk and
only drops to 0 for distances shorter than 70 ft.

Overall, we observe that beamforming failures can signifi-
cantly hurt the performance in case of mobility, and different
devices can exhibit very different levels of robustness. Note
that in these two simple cases of motion, where the client
moves on a straight line always facing the AP, intuitively
the same sector should always work; there is no need for



beamforming at all. Unfortunately, RSS changes due to mobil-
ity trigger beam training, and when the messages exchanged
during training are lost, the beamforming algorithm fails. Note
also that a simple memory-based algorithm (maintaining a set
of previously working sectors and trying them before perform-
ing training again) would also trivially solve the problem in
this case. The challenge here is that the AP does not know
the type of motion or the cause of RSS drop (e.g., in case of
blockage, beam training might indeed be required) and always
resorts to beam training even when this is not necessary. This
shows again the need for intelligent adaptation algorithms that
can react differently in different scenarios.

IX. DISCUSSION

We show that the actual challenges of practical consumer-
grade 60 GHz networks are not always in line with the issues
one would expect based on the propagation characteristics at
such frequencies. We find unexpected issues but also issues
which in practice are not as critical as earlier work assumes.
Non-critical challenges. Transient human blockage causes
link degradation but has a smaller impact than reported in
related work [21]. The underlying reason is that 802.11ad
APs perform much more frequent sector sweeps than earlier
hardware [2]. Still, we achieve very high data rates. That is,
the cost of frequent sector sweeps is lower than suggested
in the literature. Our packet traces show that a sector sweep
takes less than 1 ms, whereas blockage typically occurs at
the timescale of 100s of ms. Sweeps are short due to the
devices not training their receive sectors, but using a quasi-
omni pattern for reception. Our measurements reveal that this
does not have a strong impact on performance even for long
links. This shows that highly directional communication is not
as critical as predicted in earlier work. Also, wall attenuation
is limited, enabling an AP to serve clients in different rooms
despite the use of wide beam patterns.
Unexpected challenges. The interaction of beam training
and rate control plays a much more important role than the
literature suggests. Current hardware takes wrong beam and
rate decisions even in very simple scenarios such as a LOS link
in a static environment. The impact of such errors propagates
through the protocol stack, having a massive impact on upper
layers such as TCP. Further, beam steering accuracy strongly
degrades at angles beyond 60◦, which limits the coverage
area of an AP. That is, multiple APs may be needed within
a room but not due to attenuation or blockage, but due to
the limited steering capabilities of 60 GHz devices. This is
partially due to the device casing causing self-shadowing. The
Talon router often performs much better than Nighthawk just
because its antenna array is much more exposed. Thus, the
network deployment is closely related AP’s form factor.
Expected challenges. As discussed in earlier work, movement
and rotation have a strong impact on performance. Mobile
scenarios perform particularly poorly in our experiments since
link adaptation often fails. To improve this, 60 GHz networks
need better control algorithms that use historic information
or are able to interpret SNR drops better. For instance, if

an SNR drop occurs because the link length increases, rate
control should handle the issue. However, in current hardware
this often triggers beam training. Also, rate control often takes
place based on link quality indicators, which for 60 GHz
networks are even more unrelated to the actual state of the
channel than at lower frequencies. As a result, performance is
highly unpredictable.

X. RELATED WORK

Channel Measurements and Link Characterization. An
enormous amount of work has focused on characterizing
60 GHz for indoor/outdoor channels using dedicated channel
sounding hardware (e.g, [22], [23], [24], [25], [26], [27]).
Some works focused on modeling human blockage impact on
the performance of 60 GHz links [28], [29].
SDR Approaches. The platform of choice for academic
research until now, for varied reasons, has been primarily
an SDR platform for baseband generation (USRP, WARP,
etc.) coupled with upconverters/down converters and horn
antennas [30], [5], [31], [32]. Such setups typically face
the following limitations: (i) absence of MAC and higher
layers, (ii) baseband limited to few hundreds of MHz and
(iii) use of mechanically steerable horn antennas. With these
limitations, it becomes hard to say whether experimental
results obtained from such platforms can account for the often
complex interactions between PHY, MAC, and upper layers of
the stack, the wider bandwidth used by 802.11ad, and the non-
uniformity and imperfectness of beams formed by commercial
phased antenna arrays. While recent testbeds, e.g., [6] address
some of these limitations (wideband transmission and use of
phased arrays), the main challenge of non-standard compliant
PHY/MAC implementations remains.
Practical Work on 60 GHz COTS Devices. A number of
recent works [8], [7], [33], [34] have conducted experimental
studies using WiGig COTS hardware [2]. While these devices
allow researchers to study performance across multiple lay-
ers of the protocol stack and can provide insights into the
operation of antenna arrays, they suffer from a number of
limitations: (i) they are based on WiGig and implement a
proprietary association protocol, not fully standard-compliant,
(ii) they are targeted towards short-range, LOS, semi-static
P2P link use cases, rather than a WLAN scenario, and hence,
they are not designed to deal efficiently with blockage or
client mobility, and (iii) they export only limited lower layer
information to the user offering limited insights. While some
researchers [7] have managed to obtain a deeper understanding
of lower layer operations of these devices using a signal
analyzer, all the works based on this hardware are primarily
focused on the performance of a single link. In contrast, we use
802.11ad-compliant COTS routers in our study. Our access to
a richer set of link parameters allows us to obtain much deeper
insights into the reasons for specific performance results.
Further, our study goes beyond basic link characterization
and explores for the first time practical considerations in
WLANs such as coverage and AP deployment. Three more
recent studies [35], [36], [37] conduct experiments using the



same COTS devices as in this paper. However, they focus
on performance comparison between 60 GHz and legacy
WiFi [35], multi-AP coordination [36], and 802.11ad power
consumption [37], and hence, are complementary to this work.

Our results on the communication range are in sharp con-
trast with the results reported in most of the works using
WiGig hardware [8], [17], [7] (a range of 70 ft for MCS 1) but
closer to the results reported in a few more recent studies [33],
[34]. We also note that previous works using either propri-
etary channel sounding hardware (e.g., [38]) or narrowband
SDRs [5] have reported that drywall only induces a 2-3 dB loss
and measurements with pre-802.11ad hardware [39], [33], [34]
have shown that Gbps communication is possible through a
wall. Nonetheless, to our best knowledge, this is the first work
to explore in detail range and through-wall communication in
60 GHz using COTS 802.11ad hardware and discuss potential
implications in WLAN deployments.

XI. CONCLUSIONS

We analyze the performance of COTS consumer-grade
802.11ad hardware. In contrast to earlier work in this area, our
hardware fully complies with the standard, and we focus on
deployment aspects such as indoor coverage, AP orientation,
and impact of antenna placement. While our insights partially
match the prevailing wisdom in the 60 GHz community, our
measurements also reveal both unexpected challenges and
challenges which are not as critical as suggested in the litera-
ture. The former includes steering accuracy and device casing
self-shadowing, whereas the latter includes range, transient
blockages, and beam sweep overhead. We provide a detailed
study of these issues, which is crucial to enable researchers in
the field to focus on the most relevant practical problems.
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