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Problem statement

Compressing the Image using K-Means clustering.
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Image Compression

Image Compression is a type of data compression applied to digital
iImages, to reduce their cost for storage or transmission.

Applications

» Medical Imaging

» Face Recognition and Detection

 Satellite Remote Sensing

» Software and Security Industry

* Retail Stores

* Federal Government Agencies, etc. A
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K-Means Clustering Algorithm

« K-means clustering is the optimization technique to find the ‘k’

clusters or groups in the given set of data points.
« Initially, select ‘k’ data points to be the cluster centers. | l 1 2
« Assignment step - Assign each data point to the closest cluster ; ‘
centers. 3 g
» Update step - Calculate the new cluster centers by taking | ; . 3*

average of all the data points in each cluster.

* Repeat the assignment and updation steps for a particular
number of iterations.
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Sequential Algorithm

Read the image using Python OpenCV.

Select 'K’ number of clusters.

Randomly, select 'k’ pixels from the image to be the cluster centers.

Iterate through each pixel in the image and assign it to the closest cluster

center.

e Take average of all the pixels in each cluster, which will give us the new cluster
centers.

e Repeat the assignment and updation steps for a particular number of
iterations.

e Update the image with the new pixels.



% University at Buffalo The state University of New York

Original Image Compressed Image - 5 Clusters

Compressed Image - 10 Clusters Compressed Image - 20 Clusters
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Parallel Algorithm

Convert Image to pixels with RGB values in a text file.

Consider P processors and N pixels of the image.

Assign N/P pixels to each processor.

Processor 0 selects ‘k’ pixels randomly as the cluster centers and broadcasts
them.

Each processor assigns each of it's pixels to the closest cluster.

Calculate local sums for each clusters in each processor.

Each processor sends it's local sums to processor 0O to find the global cluster
centers.

Repeat the clustering for the specified number of iterations.

Save the final cluster centers of the final iteration in another text file.

Iterate each pixel of the original image and cluster them according to the final
cluster points.

Save the New Image.
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Results

Original Image Compressed Image - 5 Clusters Compressed Image - 10 Clusters
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128 * 128 Sized Image

PROCESSORS | TIME 10 clusters with 50 iterations
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128 * 128 Sized Image

CROCESSORS | TIME 5 clusters with 50 iterations
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256 * 256 Sized Image

PROCESSORS  TIME
10 clusters 50 iterations
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256 * 256 Sized Image

PROCESSORS | TIME . . .
5 clusters with 50 iterations
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512 * 512 Sized Image

PROCESSORS TIME
) 477790 10 clusters 50 iterations
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512 * 512 Sized Image

5 clusters with 50 iterations
PROCESSORS TIME
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1024 * 1024 Sized Image

PROCESSORS ' TIME 10 clusters with 50 iterations
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1024 * 1024 Sized Image

PROCESSORS | TIME 5 clusters with 50 iterations
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Observations

* For the images with the size of 128*128 pixels and 256*256 pixels, the time decreases consistently but

then increases as we increase the number of processors beyond 128.

* For the images with the size of 512*512 pixels and 1024*1024 pixels, the time taken consistently

decreases till 256 processors.
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« Algorithms Sequential & Parallel: A Unified Approach (Dr. Russ Miller, Dr.Laurence Boxer).
« https://benalexkeen.com/k-means-clustering-in-python/
* https://mpi4dpy.readthedocs.io/en/stable/tutorial.html

» https://ubccr.freshdesk.com/support/home
« http://pubs.sciepub.com/jcsa/6/1/4/index.html
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Thank You



