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Markov Decision Process
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Agent

Problem

AgentAgentAgent
Why don’t we run agents in parallel?
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Q-Learning Algorithm
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Parallel Q-Learning Process
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● N x N square grid 
● Agent (yellow) starts at random positions
● Goal (green): reach position (N-1, N-1)
● Actions: {Down (0), Up (1), Right (2), Left (3)}
● Rewards: {-1, -0.1, 0, 0.1, 1}

Problem - Grid world
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Random Agent
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Intel Xeon Gold 6130 (2/node)

CCR Resources
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Performance of 3 x 3 Grid (episodes = 1000)

Processors Time (in secs)

1 0.18

2 0.12

4 0.10

8 0.11

16 0.16

32 0.25

64 0.50

86 0.59

128 0.85
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Results of 3 x 3 Grid (episodes = 1000)
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Performance of 5 x 5 Grid (episodes = 2000)

Processors Time (in secs)

1 0.39

2 0.27

4 0.195

8 0.175

16 0.191

32 0.273

64 0.481

86 0.641

128 0.939
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Results of 5 x 5 Grid (episodes = 2000)
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Performance of 10 x 10 Grid (episodes = 5000)

Processors Time (in secs)

1 1.84

2 0.83

4 0.51

8 0.36

16 0.32

32 0.38

64 0.50

86 0.64

128 0.89
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Results of 10 x 10 Grid (episodes = 5000)
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Performance of 100 x 100 Grid (episodes = 50 000)
Processors Time (in secs)

1 17.33

2 8.59

4 3.68

8 1.98

16 1.20

32 0.84

64 0.82

86 0.79

128 0.91

256 1.29

512 2.11
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Performance of 1000 x 1000 Grid (episodes = 500 000)
Processors Time (in secs)

1 139.70

2 97.94

4 38.61

8 25.92

16 9.99

32 6.46

64 6.18

86 6.02

128 6.65

256 5.84

512 6.00
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Asynchronous Advantage Actor Critic (A3C)

Asynchronous Advantage Actor-Critic:
● Sample for data can be parallelized using several copies of the same agent 

use N copies of the agents (workers) working in parallel collecting samples 
and computing gradients for policy and value function 

● After some time, pass gradients to a main network that updates actor and 
critic using the gradients of all agents 

● After some time the worker copy the weights of the global network 

This parallelism decorrelates the agents’ data, so no experience replay buffer 
needed 
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Asynchronous Advantage Actor Critic (A3C)
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Asynchronous Advantage Actor Critic (A3C)
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Observation: an RGB image of the screen (210, 
160, 3) 

Each action is repeatedly performed for a duration 
of k frames

Pong Deterministic by OpenAI Gym
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Performance of A3C for Pong (OpenAI Gym)

Processors Time (in mins)

2 104.27

4 46.59

8 31.18

16 28.29

32 18.03

CCR Server Used: Intel Xeon Gold 6130 (2/node), NVidia Tesla V100 (2/node)

https://ark.intel.com/products/120492
https://www.nvidia.com/en-us/data-center/tesla-v100


‘-

23

● Parallelization was done in multiprocessing (Python) to evenly distribute 
episodes to each process with a random agent starting position for each 
episode. This way each process will have its own Q-table and will eventually 
be reduced by summing the main Q-table.

● There is an improvement in runtime as the number of processes increases. 
However, it is not very scalable because it is unable to maintain efficiency with 
increasing problem size and number of processes.

● Parallel Q-learning showed a faster convergence comparing to a sequential 
version

Conclusion
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Thank you!


