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CUDA implementation (future work)
- fast communication between processing elements
- very high number of processors on single nodes
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