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• Using Genetic Algorithm for Optimal Search in given Music 
Space

• Finding nearest and best possible music related to a given 
class in a diverse multiclass music data

• Running this optimal search algorithm in parallel using Open 
MPI in C++ , by distributing computations over multiple 
processors

Problem Introduction
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A genetic algorithm is a search heuristic that is inspired by 
Charles Darwin's theory of natural evolution. This algorithm 
reflects the process of natural selection where the fittest 
individuals are selected for reproduction in order to produce 
offspring of the next generation.

Steps in Genetic Algorithm : 
• Initialize Population
• Sample from Population
• Define Fitness Function
• Evaluate Fitness Function
• Select the best possible parents for next 

generation
• Optional --- Mutation and Crossover

Genetic Algorithm(GA)
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For this problem, we have chosen the dataset to be AudioSet : 
https://research.google.com/audioset/ by Google.

Insights on the Dataset : 
• Region separated Data ---- EU , US and Asia
• Labelled and Class Annotated
• Wav files and link to Youtube
• Start and End Time of Audio

Dataset

https://research.google.com/audioset/
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Data Preprocessing

Sample for 10s IBM Max Pooling

Converts to bit data

Each wav file to 
int vector of 

1280

10000 such samples

Class A : Highest 
Populated Class Type 

– 250 samples

Class B : Second 
Highest Populated 

Class – 250 samples

Population apart from 
classes extracted
5000+ samples
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GA Customization

Initial Population Fitness Function Sampling Fittest Solution

2D Vector with each
row containing 1280
integers from max
pooling. Size
5000*1280

Cosine Similarity with
250 class samples and
mean with highest
frequency.

Frequency of the
highest cosine similarity
values is used to find
top 100 samples.
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Parallel Approach 1 – Data Distribution

Population 
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Top samples from each processor are passed back to rank 0
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Parallel Approach 1 – Results Discussion
Execution Time
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Parallel Approach 1 – Results Discussion
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Parallel Approach 1 – Results Discussion
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Node vs Task Comparison Segmentation fault because 
of smaller data size
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Parallel Approach 2 – Class Distribution
In this approach, we tend to distributed classes based on their number to the respective rank processor

And then respective samples at each processor are sent back to root for evaluation 

In this way we can drill down to top 100 samples with continuous communication to processors

Advantages over Parallel 1 : 

• Can work over multiple classes at a time
• Increases efficiency due to even workload across processors

Disadvantages over Parallel 1 :

• Communication Overhead may hit after a point of data size
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Parallel Approach 2 – Results Discussion
Execution Time
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Parallel Approach 2 – Results Discussion
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• Mutation and Crossover   ------ Interesting

• Actual Results Inference

Further Exploration



‘-

16

• Audioset : https://research.google.com/audioset/

• Code Github : GA_MusicRecommendation

• Genetic Algorithm : https://towardsdatascience.com/introduction-to-genetic-algorithms-including-example-code-
e396e98d8bf3#:~:text=A%20genetic%20algorithm%20is%20a,offspring%20of%20the%20next%20generation.

• MPI : https://mpitutorial.com/tutorials/mpi-introduction/

• IBM Maxpooling : https://github.com/IBM/MAX-Audio-Classifier

• In progress.

References

https://github.com/yaswanthjagilanka/GA_MusicRecommendation/tree/develop
https://mpitutorial.com/tutorials/mpi-introduction/
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THANK YOU
Questions & Feedback


