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� Image Segmentation using K-means :  Break up the image into meaningful or perceptually similar 

images.

Proposed Project
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� Partitioning of data

� Similar elements placed in same cluster. Similarity is calculated based on some distance metric 

such as Euclidean distance

� Unsupervised Learning – Useful – Don’t Know What you’re looking for

� Requires data, but no labels 

� Types 

Partition Algorithms

Hierarchical Algorithms

Clustering
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1. Select k i.e. the number of clusters

2. Use a strategy to select k points to be cluster centers. 

3. Put each point in the data set in the cluster which has its center closest to the point

4. Calculate new cluster centers by taking means of all points in a cluster 

5. Repeat 3 and 4 until convergence

K-Means
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K = 2
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K = 2
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K = 2
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K = 2
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K = 2
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• Read the image using OpenCV for Python.

• Append the R, G, and B values of the pixels to a string one by one.

• Saving the string to a .txt file.

Parallel Implementation – Image to Dataset
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Parallel Model

� Consider N data points and P cores..

� Assign N/P data points to each core using the text file.

� Core 0 randomly chooses k points as cluster centroids.

� Each core for each of its points, finds the cluster to which the point belongs.

� Recalculate local sums for each cluster in each core.

� Add all local sums for each core to find global means.

� Repeat the clustering for number of iterations.

� Save the cluster means of the final iteration.
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� Read the file with final cluster means.

� Read the image.

� For each pixel, determine the cluster it belongs to and form a different image for every cluster with 

pixel values equal to the respective cluster means.

� Save the resulting images.

Parallel Implementation – Independent Images of 
Clusters
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Results
3 Cluster 20 Iterations

Number of threads Time in seconds

2 9.30

4 6.01

8 3.35

16 1.81

32 1.2



‘-

15

3 Clusters 40 Iterations

Number of threads Time in seconds

2 26.42

4 12.76

8 7.35

16 3.88

32 2.2
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4 Clusters 20 Iterations

Number of threads Time in seconds

2 26.64

4 11.92

8 7.15

16 3.55

32 1.99



‘-

17

4 Clusters 40 Iterations

Number of threads Time in seconds

2 85.74

4 49.8

8 24.85

16 13.58

32 6.29
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Independent 3 Clusters
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Independent 4 Clusters
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Inferences
� Significant speedup observed only up to 16 cores.

� Number of clusters has a big impact on the image segmentation results.

� Convergence is better after 30 iterations.
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� The input text files and output images had to be created serially.

� Images compatible with K Means.

Challenges
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