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K-means algorithm is the most well-known and
commonly used clustering method. It takes the
input parameter, k and partitions a set of n objects
into k clusters so that the resulting intra-cluster
similarity is high whereas the intercluster similarity
is low. Cluster similarity is measured according to
the mean value of the objects in the cluster, which
can be regarded as the cluster’s ”center of
gravity”.

K-means algorithm
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Firstly, it randomly selects k objects from the whole objects
which represent initial cluster centers

K-means algorithm
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Each remaining object is assigned to the cluster to which it is
the most similar, based on the distance between the object
and the cluster center.

K-means algorithm
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The new mean for each cluster is then calculated. This
process iterates until the criterion function converges.

K-means algorithm
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K-Means Algorithm parallel using MapReduce
MapReduce is a processing technique and a program model for
distributed computing based on java. The MapReduce algorithm contains
two important tasks, namely Map and Reduce. Map takes a set of data
and converts it into another set of data, where individual elements are
broken down into tuples (key/value pairs).
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Example of MapReduce
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Example of MapReduce
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Example of MapReduce
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Example of MapReduce
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Example of MapReduce
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Step1. Map
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Step2. Combine
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Step3. Reduce
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Demo
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K-Means Algorithm parallel using MapReduce
We have performed the speedup evaluation on datasets with different
sizes and systems. The number of computers varied from 1 to 4. The
size of the dataset increases from 1GB to 8GB.
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K-Means Algorithm parallel using MPI
Message Passing Interface (MPI) is a standard developed by the 
Message Passing Interface Forum (MPIF). MPI is a standard library 
specification designed to support parallel computing in a distributed 
memory environment.
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K-Means Algorithm parallel using MPI
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K-Means Algorithm parallel using MPI
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Two different K means parallel algorithms
1. Same Dataset
2. Same size
3. Same number of instance

Compare the performance (time cost is the key performance)

K-Means Algorithm parallel using MPI should be relatively stable and 
portable, and efficient in the clustering on large data sets.
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K-Means Algorithm parallel using MPI（Performance）
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