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Agenda

• Grid Resource Broker- Architecture and 
Algorithm

• Adaptable Resource Broker ( Drawback 
and Proposed solution)

• SDSC Storage Resource Broker (SRB)

• Future Enhancements
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Resource Brokering Algorithm

• Input :- one or more job request
• Action :- Select and submit job to most appropriate resources.
• Output: none

1. Contact GIIS server(s) to obtain a list of available clusters.
2. Contact each resource's GRIS for static for static and dynamic resource 

information( hardware and software characteristics, current queue and load, 
etc.)

3. For each job :-
(a) Select the cluster to which the job will be submitted.
i. Filter out clusters that do not fulfill the requirements on memory, disk space 
architecture etc, and clusters that the user are not authorize to use.
ii. Estimate the Total Time to Delivery (TTD) for each remaining resource.
iii. Select the cluster with the shortest predicted TTD.
(b) Submit the job to the selected resource.
(c) Release any reservation made to non selected clusters.



Adaptive Grid Resource Broker



Adaptable Broker Scenario



USE OF PROFILER

• Profiler can be used to by the monitor for predicting the parameters like 
CPU usage memory requirement.

• Sample Profiler (if the incoming process is a Program) can be built by the 
use of Halstead Complexity Algorithm along with MacCabe cyclomatic 
complexity algorithm.

• Halstead algorithm can be predict on the size of the program, the difficulty 
and effort required. This difficulty and effort can be mapped to the processor 
speed required and the size to the memory required.

• Cyclomatic complexity:- Given a program one can draw its control flow 
graph G, where each node is a block of code and each branch is decision of 
branching in that block of code.
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SDSC Storage Resource Broker (SRB)

• What is SRB?
• It is a software that sits in between users and resources and provides a storage service by managing users, file 

locations, storage resources and metadata information

• The SDSC Storage Resource Broker (SRB) is client-server middleware that provides a uniform interface for 
connecting to heterogeneous data resources over a network and accessing unique or replicated data objects. 

• SRB, in conjunction with the Metadata Catalog (MCAT), provides a way to access data sets and resources based 
on their logical names or attributes rather than their names and physical locations. 

• SRB Features:-

– It is a distributed but unified file system
– It is a database access interface
– It is a digital library
– It is a semantic web
– It is a data grid system
– It is an advanced archival system

SRB 
Space



SRB Logical Structure
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SRB Communication

a) SRB Client sends request for file 
to SRB server.

b) SRB Server contacts MCAT 
Enabled Server (MES).

c) MES translates query into SQL 
and sends to database hosting 
MCAT

d) Database query returned to 
MES

e) Location of file etc returned to 
SRB Server A.

f) SRB Server A contacts SRB 
Server B hosting data file.

g) Data file transferred to user.
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SRB User Interfaces

• InQ – Windows Explorer Style interface to SRB

•Primary highlights 
includes 

•Support for drag and 
drop between 
Windows mounted 
filesystems

•Provisions for 
access control 
enforcements, file 
replication, metadata 
entry and metadata 
query.



SRB User Interfaces
• My SRB Interface – Web browser interface to SRB

•Web based 
interface to SRB 
space. 

•Works through 
port 80 and 
hence works 
around firewall 
issues. 



Resource Brokering Algorithm

• Input :- one or more job request
• Action :- Select and submit job to most appropriate resources.
• Output: none

1. Contact GIIS server(s) to obtain a list of available clusters.
2. Contact each resource's GRIS for static for static and dynamic resource 

information( hardware and software characteristics, current queue and load, 
etc.)

3. For each job :-
(a) Select the cluster to which the job will be submitted.
i. Filter out clusters that do not fulfill the requirements on memory, disk space 
architecture etc, and clusters that the user are not authorize to use.
ii. Estimate the Total Time to Delivery (TTD) for each remaining resource.
iii. Select the cluster with the shortest predicted TTD.
(b) Submit the job to the selected resource.
(c) Release any reservation made to non selected clusters.



Enhancements

Steps to optimize the algorithm
• A Resource broker to find the memory and complexity of a incoming process which 

can be a program.
• Estimating the Total Time to Delivery
• Job queue adaptation. Keep searching for better resources.
• Advance resource reservations.

• Presently there are particular resource brokers like:
• SRB – for storage
• Application Level Scheduler (AppLeS) – used for scheduling and deploying where tasks have no or little inter-task 

communication.
• Condor, Nimrod-G etc….

• Take a case where a process needs to execute some database query and need to 
send the result to some other user. Then the result from the user needs rigorous 
mathematical calculation which requires high CPU speed and lots of memory.

• ??????



Questions?
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