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1 Introduction: In and About TimeReasoning about time is something that agents actingin the world ought to be capable of doing. Performingan act before another, achieving states that must holdwhile an act is being performed, or reasoning aboutstates that should hold after the performance of anact involve, whether implicitly or explicitly, some de-gree of reasoning about time. Temporal logics are usedfor reasoning about time and discussing its propertiesin a precise and explicit manner (van Benthem, 1983,for instance). In these logics, time just happens to bethe subject matter of some of its sentences. Exceptfor the presence of terms, predicates, and operatorsdenoting temporal entities and relations; there is noth-ing about the language that is intrinsically temporal.For example, the logics developed in (van Benthem,1983) might be applied to one-dimensional space, therational numbers, or the integers just by changing thedenotation of some symbols. Being about time is anextrinsic property of a logic; it only determines the do-main of interpretation, maybe the syntax, but not theinterpretation and reasoning processes. More speci�-cally, let � be a collection of logical formulas (i.e., aknowledge base) and let A be an acting and reason-ing system reasoning with the information in �. Inparticular, think of A as an embodied cognitive agentacting in the world and of � as the contents of itsmemory. A is said to be reasoning about time if thesemantics of some of the sentences in � refer to tempo-ral individuals and properties.1 The assumption hereis that this is an accidental situation; the design of theinference rules used by A is tuned only to the syntax(the domain in which inference takes place) and the se-mantics of the logical connectives and operators. Thesemantics of functional terms and predicates, and thereasoning being about time has no e�ect on how A's1Of course, this is a very liberal characterization of whatreasoning about time is.



inference engine operates.Not only may reasoning be about time, it could alsobe in time. What does reasoning in time mean? Inthe technical sense in which we want to interpret \in"and in the context of � and A from above, it meanstwo things.1. Temporal progression is represented in �. Thatis, at any point, there is a term in � which, forthe agent A, denotes the current time. Whichterm denotes the current time depends on whenone inspects �.2 This gives the agent \a personalsense of time" (Shapiro, 1998, p. 141).2. Reasoning takes time. By that we do not simplymean the obvious fact that any process happensover an interval of time. What we mean is thatit happens over an interval of A's time. In otherwords, the term in � denoting the current time atthe beginning of the reasoning process is di�erentfrom that denoting the current time at the end.As we shall argue below, if one were to take the issueof reasoning and acting in time seriously, problems im-mediately emerge. We are going to present two prob-lems that naturally arise when dealing with a cognitiveagent reasoning and acting in certain situations. Theseare, by no means, unrealistic or exotic situations; theyinvolve simple acting rules and behaviors that agentsare expected to be able to exhibit. The main pointis that, when it comes to embodied cognitive agents,time is not just a possible object of reasoning; it isdeeply embedded into the agent's reasoning processes.2 The AgentIn this section, we briey highlight certain design con-straints that we impose on our developing theory ofagents. Our theory is based on the GLAIR agent archi-tecture (Hexmoor et al., 1993; Hexmoor and Shapiro,1997). This is a layered architecture, the top layerof which is responsible for high level cognitive taskssuch as reasoning and natural language understanding.This level is implemented using the SNePS knowledgerepresentation and reasoning system (Shapiro and Ra-paport, 1987; Shapiro and Rapaport, 1992; Shapiroand the SNePS Implementation Group, 1999).We use \Cassie" as the name of our agent. Previ-ous versions of Cassie have been discussed elsewhere(Hexmoor, 1995; Shapiro, 1989). Those are actually2Note that this means that an agent reasoning in timealso reasons about time.

various incarnations of the disembodied linguistically-competent cognitive agent of the SNePS system(Shapiro and Rapaport, 1987; Shapiro and Rapaport,1995). There are four basic requirements that we be-lieve are reasonable for a theory of embodied cognitiveagents.R1. Reasoning in service of acting and actingin service of reasoning. Cassie uses reasoningin the service of acting in order to decide when,how, and/or whether to act in a certain manner.Similarly, Cassie may act in order to add a miss-ing link to a chain of reasoning. For example,conclusions about the state of the world may bederived based, not only on pure reasoning, butalso on looking, searching and performing varioussensory acts. For more on this see (Kumar andShapiro, 1994).R2. Memory. Cassie has a record of what she did andof how the world evolved. A memory of the past isimportant for reporting to others what happened.This, as shall be seen, constrains the form of cer-tain sentences in the logic.R3. Natural language competence. Cassie shouldbe capable of using natural language to inter-act with other agents (possibly human opera-tors). This means that SNePS representationsof the contents of Cassie's memory ought to belinguistically-motivated. By that we mean twothings. First, on the technical side, the repre-sentations should be designed so that they maybe produced by a natural language understandingsystem, and may be given as input to a naturallanguage generator. Second, at a deeper level, thesyntax of the representations and the underlyingontology should reect their natural language (inour case, English) counterparts. In particular, weadmit into the SNePS ontology anything that wecan think or talk about (Shapiro and Rapaport,1987; Shapiro and Rapaport, 1992). For a gen-eral review of linguistically-motivated knowledgerepresentation, see (Iwa�nska and Shapiro, 2000).R4. Reasoning in time. Cassie has a personal senseof time (Shapiro, 1998); at any point, there isa term in the logic that, for Cassie, representsthe current time. To represent temporal progres-sion, we use a deictic NOW pointer (Almeida andShapiro, 1983; Almeida, 1995){ a meta-logicalvariable that assumes values from amongst thetime-denoting terms in the logic.3 We will use3A similar idea has been suggested by (Allen, 1983).



\*NOW" to denote the term which is the valueof the meta-logical variable NOW. There are fourthings to note. First, NOW is not a term inthe logic, just a meta-logical variable. Second,\*NOW" is not itself a �xed term in the logic;at any point, it is a shorthand for the term de-noting the current time.4 Third, to maintain apersonal sense of time, the value of NOW changesto a new term when, and only when, Cassie acts.5Note that this does not preclude Cassie's learningabout events that happened between or duringtimes that once were values of NOW. Fourth, forR3, the behavior of *NOW models the composi-tional semantic properties of the English \now".6It is always interpreted as the time of the utter-ance (or the assertion), it cannot refer to past norto future times (Prior, 1968; Kamp, 1971; Cress-well, 1990). Note that, given R3, Cassie essen-tially reasons in time, in the sense of Section 1.Two incarnations of embodied Cassies have been de-veloped based on the above requirements. In theFEVAHR project (Shapiro, 1998) Cassie played therole of a \Foveal Extra-Vehicular Activity Helper-Retriever (FEVAHR)." Cassie, the FEVAHR, was im-plemented on a commercial Nomad robot, includingsonar, bumpers, and wheels, enhanced with a fovealvision system consisting of a pair of cameras with as-sociated hardware and software. There have also beenseveral software simulatated versions of the FEVAHR.Cassie, the FEVAHR, operates in a 170 � 170 roomcontaining: Cassie; Stu, a human supervisor; Bill, an-other human; a green robot; and three indistinguish-able red robots. Cassie is always talking to either Stuor Bill|taking statements, questions, and commandsfrom that person (all expressed in a fragment of En-glish), and responding and reporting to that person inEnglish. Cassie can be told, by the person addressingher, to talk to the other person, or to �nd, look at, goto, or follow any of the people or robots in the room.Cassie can also engage in conversations on a limitednumber of other topics in a fragment of English, simi-lar to some of the conversations in (Shapiro, 1989).A more recent incarnation of embodied Cassie is as arobot that clears a �eld of unexploded ordnance (UXOremediation). This Cassie has only existed as a soft-ware simulation. The UXO-Cassie exists in an area4In Kaplan's terms (Kaplan, 1979; Braun, 1995), onlycontents, not characters, are represented in the knowledgebase.5More generally, this should happen whenever Cassierecognizes a change in the world, including changes in herown state of mind.6Unlike the now of (Lesp�erance and Levesque, 1995).

consisting of four zones: a safe zone; an operating zonethat possibly contains UXOs; a drop-o� zone; and arecharging zone. The UXO-Cassie contains a batterythat discharges as she operates, and must be rechargedin the recharge zone as soon as it reaches a low enoughlevel. She may carry charges to use to blow up UXOs.Her task is to search the operating zone for a UXO,and either blow it up by placing a charge on it, andthen going to a safe place to wait for the explosion,or pick up the UXO, take it to the drop-o� zone, andleave it there. The UXO-Cassie has to interrupt whatshe is doing whenever the battery goes low, and anyof her actions might fail. (She might drop a UXO sheis trying to pick up.) She takes direction from a hu-man operator in a fragment of English, and respondsand reports to that operator. There is a large over-lap in the grammars of Cassie, the FEVAHR, and theUXO-Cassie.The requirements listed above, which we believe arequite reasonable, have certain representational and on-tological impacts on the formal machinery to be em-ployed. As we have found in our experiments withCassie, the FEVAHR, and the UXO-Cassie, and as weshall show below, this leads to problems with reason-ing with the deictic NOW. Before setting out to discussthese problems, let us �rst introduce the basic logicalinfra-structure.3 The Ontology of a Changing World3.1 ChangeTraditionally, there have been two main models forrepresenting change. First, there is the STRIPS modelof change (Fikes and Nilsson, 1971) where, at anytime t, the only propositions in the knowledge baseare about those states that hold at t. When timemoves, propositions are added and/or deleted to re-ect the new state of the world. The main obviousproblem is that an agent based on such a system doesnot have any memory of past situations (thus violatingR2). Second, there are variants of the situation calcu-lus (McCarthy and Hayes, 1969) where propositionsare associated with indicators to when they hold. In-dicators may be situations as in the situation calculus(terms denoting instantaneous snapshots of the world)or time-denoting terms (Allen, 1983; Shoham, 1987).In what follows, we shall adopt the second approach forrepresenting change. In particular, our chronologicalindicators shall be taken to denote times| a decisionthat is rooted in R3 and R4 from Section 2.



3.2 StatesSo far, we have been a little sloppy with our termi-nology. In particular, we have been using the terms\state" and \proposition" interchangeably. First, letus briey explain what we mean by \proposition".Propositions are entities that may be the object ofCassie's belief (or, in general, of any propositional at-titude). We assume propositions to be �rst-class enti-ties in our ontology. Cassie's belief space is essentially aset of propositions| those that she believes (Shapiro,1993).Cassie's beliefs are about states holding over time. Atany given time, a given state may either hold or nothold. The notion of states referred to here is that foundin the linguistics and philosophy of language literature(Vendler, 1957; Mourelatos, 1978; Galton, 1984; Bach,1986, for instance).7 A particularly interesting logicalproperty of states is homogeneity; if a state s holdsover some time interval t, then it holds over all subin-tervals of t.States di�er as to their degree of temporal stability.Here, we are interested in two types of states: eter-nal and temporary. Eternal states are related to theeternal sentences of (Quine, 1960); they either alwayshold or never hold. Temporary states, on the otherhand, may repetitively start and cease to hold. Exam-ples of eternal states are expressible by sentences suchas God exists, Whales are �sh, or The date of John'sgraduation is September 5th 2001. Temporary statesare expressed by sentences such as The litmus paper isred, John is in New York, or John is running.Temporary states starting or ceasing to hold are re-sponsible for changes in the world and, hence, need tobe associated with times (see Section 3.1). This asso-ciation is formally achieved by introducing a functionsymbol, Holds, that denotes a function from temporarystates and times to propositions. Thus, Holds(s, t) de-notes the proposition that state [[s]] holds over time[[t]].8 Note that this is similar to the situation calculuswith rei�ed uents.Eternal states do not change with time and, hence,should not be associated with any particular times.9If anything, one would need a unary function to mapeternal states into propositions. More ontological7As opposed to the states of (McDermott, 1982) and(Shanahan, 1995) which are more like time points or situ-ations of the situation calculus.8If � is a term in the logic, we use [[� ]] to mean thedenotation of � .9Though, with time, Cassie may revise her beliefs abouteternal states (Martins and Shapiro, 1988).

economy may be achieved though if we make some ob-servations. First, note that, unlike temporary states,eternal states cannot start, cease, or be perceived.They may only be believed to be holding, denied tobe holding, asserted to be holding, wished to be hold-ing, etc. That is, an agent can only have propositionalattitudes toward eternal states. This means that theset of eternal states is isomorphic to a subset of theset of propositions. Second, all propositions may bethought of to be about eternal states holding. For ex-ample, Hold(s, t) may be thought of as denoting theeternal state of some particular temporary state hold-ing at some particular time. Note that this is eternalsince it is either always the case or never the case.Henceforth, we shall make the assumption that eter-nal states are identical to propositions and will usethe two terms interchangeably. In this case, we do notneed any functions to map eternal states, thus simpli-fying our syntax.3.3 TimeAs has been hinted above, we opt for an interval-basedontology of time.10 We introduce two functional sym-bols, < and v, to represent the relations of temporalprecedence and temporal parthood. More precisely,t1 < t2 denotes the proposition that [[t1]] precedes (andis topologically disconnected from) [[t2]] and t1 v t2 de-notes the proposition that [[t1]] is a subinterval of [[t2]].Because of its homogeneity, a state will be said to hold*NOW if it holds over a super-interval of *NOW.4 The Problem of the UnmentionableNow4.1 The ProblemHow does introducing the eternal-temporary distinc-tion a�ect the reasoning process? Consider the follow-ing sentence schema:(1) IF ant THEN cq(1) means that if Cassie believes that ant11 holds, thenshe may also believe that cq holds.12 This works �neif ant and cq denote eternal states (for example, \IFMammals(whales) THEN Give-Birth(whales)"). How-ever, if, instead, they denote temporary states, we need10See (Allen, 1983) and (Shoham, 1985) for argumentsin support of interval semantics.11For convenience, we shall, henceforth, write p in placeof [[p]] whenever what we mean is clear from context.12\may" because the rule might not �re, even if Cassiebelieves that ant holds.



to quantify over time; the temporary state-denotingterms by themselves do not say anything about thestates holding over time. (2) captures the intendedmeaning: if Cassie believes that ant holds over time t,then she may also believe that cq holds over t.(2) 8t IF Holds(ant, t) THEN Holds(cq, t)(1) and (2) represent sentences for pure reasoning. Do-ing reasoning in the service of acting requires sentencesfor practical reasoning. In particular, let us concen-trate on one kind of acting rule: rules about whento act.13 Imagine Cassie operating in a factory. Onereasonable belief that she may have is that, when the�re-alarm sounds, she should leave the building. Theunderlying schema for such a belief is represented in(3) (Kumar and Shapiro, 1994).(3) When cond DO actThe intended interpretation for (3) is that when Cassiecomes to believe that the condition cond holds, sheshould perform the act act. Again, this is �ne so longas cond denotes an eternal state. If forward inferencecauses both cond and (3) to be asserted in Cassie'sbelief space, she will perform act. What if cond denotesa temporary state? Obviously, we need to somehowintroduce time since assertions about temporary statesholding essentially involve reference to time. Following(2), one may propose the following representation.(4) 8t When Holds(cond, t) DO actAsserting Holds(cond, t1), for some particular time t1,(4) would be matched and Cassie would perform act.On the face of it, (4) looks very innocent and a straightforward extrapolation of (2). However, a closer lookshows that this is, by no means, the case. Using quan-ti�cation over time works well for inference since theconsequent is a proposition that may just happen tobe about time. Acting, on the other hand, takes placein time, resulting in an interesting problem. Table 1represents a timed sequence of assertions entered intoCassie's belief space. The left column shows the as-sertion, and the right column shows Cassie's term forthe time of the assertion. The problem is that t0 in(6) may refer to a time preceding t2 (or even t1). Thatis, (6) could be an assertion about the alarm sounding13By \rule" we mean a domain rule, expressed in thelogical language, which Cassie might come to believe asa result of being told it in natural language. We do notmean a rule of inference which would be implemented inthe inference engine of the knowledge representation andreasoning system.

Assertion AssertionTime(5) 8t When Holds(Sounds(alarm), t)DO Leave(building) t1(6) Holds(Sounds(alarm), t0) t2Table 1: A timed sequence of assertions for the �re-alarm problem.at some time in the past, something that we shouldbe capable of asserting. Nevertheless, (6) matches (5)and Cassie leaves the building |at t2| even thoughthere is no danger!One problem with (5) (and generally (4)) is that noth-ing relates the time of performing the act to the timeat which the state holds. We may attempt to revise(4) by tying the action to that time.(7) 8t When Hold(cond, t) DO Perform(act, t)Where Perform(act, t) is intended to mean that Cassieshould perform act at time t. However, this allegedsemantics of Perform is certainly ill-de�ned; acts mayonly be performed *NOW, in the present. Cassie can-not travel in time to perform act in the past, at a timeover which (she believes that) cond held. The basicproblem seems to be quantifying over all times. Whatwe really want to say is that when the state holds*NOW, perform the act. That is,(8) When Hold(cond, *NOW) DO actHowever, we cannot mention \*NOW"; it is not itself aterm in the logic (see R4 in Section 2). If we replace (5)in Table 1 with the appropriate variant of (8), \*NOW"in the left column would be just a shorthand for theterm appearing in the right column, namely t1. Theassertion would, therefore, be very di�erent from whatwe intended it to be.Before presenting our solution to the problem, we �rstneed to discuss two approaches that might seem tosolve it. We shall show that, although they may appearto eliminate the problem, they actually introduce moredrastic ones.4.2 A NOW FunctionThe basic problem, as we have shown, is that we can-not mention NOW; there is no unique term in the logicthat would, at any point, denote the current time forthe agent. The existence of such a term is problem-atic since its semantics essentially changes with time.



One way to indirectly incorporate NOW within thelanguage is to introduce a NOW function symbol. Inparticular, the expression NOW(t) would mean that tdenotes the current time. Thus, one may express thegeneral acting rule as follows:(9) 8t When (Hold(cond, t) ^ NOW(t)) DO actThis might seem to solve the problem, for it necessi-tates that the time at which the state holds is a currenttime (and at any time, there is a unique one). Thereare two problems though.1. NOW(t) denotes a temporary state. By its veryde�nition, the argument of NOW needs to changeto reect the ow of time. Thus, rather than usingNOW(t), we should use Holds(NOW(t), t) to ex-press the proposition that [[t]] is the current time.This gets us back where we started, since the ex-pression Holds(NOW(t), t) would have to replaceNOW(t) in (9). An assertion of Holds(NOW(t0),t0) with t0 denoting some past time will cause theagent to perform act when it shouldn't.2. Suppose that, at t1, Cassie is told that John be-lieves that t2 is the current time. That is, \Be-lieve(John, NOW(t2))" is asserted. At time t3,the same assertion provides di�erent informationabout John. In particular, it attributes to Johna belief that was never intended to be assertedinto Cassie's belief space. The general problem isthat, as time goes by, Cassie needs to revise herbeliefs. Those may be her own, or other agents',beliefs about what the current time is. In the�rst case, the revision may be the simple dele-tion of one belief and introduction of another. Inthe second case, however, things are much morecomplicated as demonstrated by the above exam-ple. It should be noted that, in any case, the veryidea of Cassie changing her mind whenever timemoves is, at best, awkward, and results in Cassieforgetting correct beliefs that she once had (thusviolating R2).4.3 The Assertion TimeInspecting the second row of Table 1, one may thinkthat part of the problem is the inequality of the timeappearing in the right column (t2) to that in the leftcolumn (t0). Indeed, if somehow we can ensure thatthese two times are identical, the problem may besolved. (Kamp, 1971) proposes an ingenious mecha-nism for correctly modeling the compositional proper-ties of the English \now" (namely, that it always refers

to the time of the utterance even when embeddedwithin the scope of tense operators). Basically, Kampde�nes the semantic interpretation function relative totwo temporal indices rather than only one as in tradi-tional model theory. The two times may be thoughtof as the Reichenbachian event and speech times (Re-ichenbach, 1947). We shall not review Kamp's pro-posal here; rather, based on it, we shall introduce anapproach that might seem to solve the problem.The basic idea is to move the assertion time appearingin the right column of Table 1 to the left column. Thatis, to formally stamp each assertion with the time atwhich it was made. Formally, we introduce a symbolAsserted that denotes a function from propositions andtimes to propositions. Thus, \Asserted(p, ta)" denotesthe proposition that Cassie came to believe p at ta.We then replace (4) by (10).(10) 8t When Asserted(Holds(cond, t), t) DO actThat is, Cassie would only perform act when she comesto believe that cond holds, at a time at which it actu-ally holds. This will indeed not match any assertionsabout past times and apparently solves the problem.However, there are at least two major problems withthis proposal.1. Introducing the assertion time results in problemswith simple implications as that in (1). In par-ticular, due to its semantics, the assertion timeof the antecedent need not be that of the conse-quent; one may come to believe in ant at t1 andinfer cq later at t2. The problem is that the timeat which the inference is made cannot be knownin advance. Essentially, this is the same problemthat we started with; we only know that the infer-ence will be made at some unmentionable future*NOW.2. So far, we have only discussed the problem in thecontext of forward chaining. The same problemalso emerges in some cases of backward reason-ing in the service of acting. For example, Cassiemight have a plan for crossing the street. Partof the plan may include a conditional act: \If thewalk-light is on, then cross the street". Note thatthis is a conditional act, one that involves twothings: (i) trying to deduce whether the walk-light is on, and (ii) crossing the street or doingnothing, depending on the result of the deductionprocess. Evidently, to formalize the act, we havethe same di�culty that we have with (4). Usingthe assertion time proposal, one might representthe act as shown in (11), where the act following



Forward(s1)1. Perform usual forward chaining on s1.2. If s1 = Holds(s2, *NOW) then Forward(s2).Backward(s1)1. If s1 is eternal then perform usual backwardchaining on s1.2. Else Backward(Holds(s1, *NOW)).Figure 1: Modi�ed forward and backward chainingprocedures.\THEN" is to be performed if the state following\ActIf" holds.(11) 8t ActIf Asserted(Holds(On(walk-light), t), t)THEN Cross(street)However, attempting to deduce As-serted(Holds(On(walk-light), t), t) will succeedeven if t matches some past time, t0, at whichit was asserted that the walk-light is on. Hence,introducing the assertion time only solvesthe problem with forward but not backwardreasoning.4.4 A SolutionWhat is the problem? At its core, the problem is thatwe need to make some assertions about future acts thatrefer to unmentionable future *NOWs. Those *NOWswould only be known at the time of acting. Even theirbeing future is not something absolute that we knowabout them; they are only future with respect to theassertion time. We somehow need to introduce *NOWonly when it is known| at the time of acting. Ourproposal is to eliminate reference to time in rules like(4) (or acts like (11) for that matter) and let the in-ference and acting system introduce *NOW when it isusing these rules. Thus, instead of (4), we shall use(3) for both cases where cond is eternal or temporary.(3) When cond DO actFigure 1 outlines modi�ed forward and backwardchaining procedures. The input to these proceduresis a state (eternal or temporary) s1. Note that *NOWis inserted, by the procedures themselves at the timeof reasoning. This guarantees picking up the appro-priate *NOW. Going back to the �re-alarm example,consider the timed sequence of assertions in Table 2

Assertion Assertion Time(12) When Sounds(alarm)DO Leave(building) t1(13) Holds(Sounds(alarm), t0) t2(14) Holds(Sounds(alarm), t3) t3Table 2: Fire-alarm scenario for the modi�ed chainingprocedures.Forward(Holds(Sounds(alarm), t0))1. Holds(Sounds(alarm), t0)doesn't match Sounds(alarm)2. t0 6= t2Figure 2: Forward inference on (13) at t2 does not leadto acting.(which is a variant of Table 1). As illustrated in Fig-ure 2, asserting (13) at time t2 does not cause Cassieto leave the building. First, note that (13) does notmatch (12) and hence the act of leaving the build-ing will not be activated by step 1 of the Forwardprocedure. Second, since t0 is not identical to *NOW(t2), the recursive call to Forward in step 2 will notbe performed. Thus, Cassie will, correctly, not leavethe building just because she is informed that the �re-alarm sounded in the past. On the other hand, as illus-trated in Figure 3, at t3 the �re-alarm actually sounds.Still, (14) does not match (12). However, since t3 isitself *NOW, step 2 results in Forward being calledwith \Sounds(alarm)" (which matches s2). By step 1,of the recursive call, this will match (12) resulting inCassie, correctly, leaving the building. Similarly, wemay replace (11) by (15):(15) ActIf On(walk-light)THEN Cross(street).If Cassie is told to perform this conditional act att1, the procedure Backward would be called with\On(walk-light)" as an argument. Since this is a tem-porary state, backward chaining will be performedon Holds(On(walk-light), *NOW), thus querying theForward(Holds(Sounds(alarm), t3))1. Holds(Sounds(alarm), t3)doesn't match Sounds(alarm)2. t3 = t3Forward(Sounds(alarm))1. Sounds(alarm) matches Sounds(alarm)so Leave(building)Figure 3: Forward inference on (14) at t3 does lead toacting.



knowledge base about whether the walk-light is on att1, the time we are interested in.5 The Problem of the Fleeting NowImagine the following situation. At t1, we tell Cassieto perform the act represented in (15). The modi-�ed backward chaining procedure initiates a deductionprocess for Holds(On(walk-light), t1). Using acting inservice of reasoning, Cassie decides to look toward thewalk-light in order to check if it is on. In order tolook, Cassie moves her head (or cameras, if you will).Since time moves whenever Cassie acts, NOW movesto a new time, t2. Cassie notices that the walk-light isindeed on. This sensory information is represented inthe form of an assertion \Holds(On(walk-light), t3)",where *NOW v t3. By the homogeneity of states, thismeans that \Holds(On(walk-light), *NOW)". However,*NOW is t2, not t1, the time that we were originallyinterested in. Thus, the deduction fails and Cassiedoes not cross the street even though the walk-light isactually on!It should be noted that this problem is not a result ofthe modi�ed inference procedures. The general prob-lem is that the very process of reasoning (which inthis case involves acting) may result in changing thestate in which we are interested. We are interestedin the state of the world at a speci�c time. Sensoryacts are essentially durative and whatever observationswe make would be, strictly speaking, about a di�erenttime.14 It is in the \strictly speaking" part of thislast sentence that we believe the solution to the prob-lem lies. The following sentences could be normallyuttered by a speaker of English.(16) I am now sitting in my o�ce.(17) I now exercise everyday.(18) I am now working on my PhD.The word \now" in the above sentences means basi-cally the same thing: the current time. However, thereare subtle di�erences among the three occurrences ofthe word. In particular, the \now" in each case has adi�erent size. The \now" in (18) is larger than that in(17) which is larger than that in (16). The same ob-servation has been made by (Allen and Kautz, 1988,p. 253). Evidently, we conceive of \now's" at di�er-ent levels of granularity. The problem outlined abovereally lies in our treatment of *NOW at a level of gran-ularity that is too �ne for the task Cassie is executing.14Interestingly, this is the gist of the uncertainty princi-ple in quantum physics.

We are interested in a level relative to which t1 and t2would be indistinguishable (�a la (Hobbs, 1985)).Granularity in general, and temporal granularityin particular, has been discussed by many authors(Hobbs, 1985; Habel, 1994; Euzanet, 1995; Pianesi andVarzi, 1996; Mani, 1998). However, these approaches,though quite detailed in some cases, only provide in-sights into the issue; they do not represent directlyimplementable computational solutions. What we aregoing to do here is sketch an approach, one that we in-tend to further pursue and re�ne in future work. Themain idea is to give up thinking of values of NOW assingle terms. Instead, each *NOW may have a richstructure of subintervals which are themselves *NOWsat �ner levels of granularity. Our approach is to thinkof the meta-logical variable NOW not as taking thevalues of time-denoting terms, but rather of totally-ordered sets of time-denoting terms. More precisely,hNOW, vi is a totally ordered poset.We can think of this poset as a stack, such that thegreatest and least elements are the bottom and top ofthe stack elements, respectively. The symbol \*NOW"is now to be interpreted as referring to the top of thestack of NOWs. Moving from one level of granular-ity to another corresponds to pushing or popping thestack. In particular, to move to a �ner granularity, anew term is pushed onto the stack, and thus becomes*NOW. On the other hand, to move to a coarser gran-ularity, the stack is popped. At any level, the move-ment of time is represented by replacing the top ofthe stack with a new term. Symbolically, we representthese three operations, illustrated in Fig. 4, as: #NOW,"NOW, and lNOW respectively (the last one is moti-vated by realizing that replacement is a pop followedby a push).Using this mechanism, the problem outlined abovemay be solved as follows.1. Cassie wonders whether \Holds(On(walk-light),t1)".2. Cassie decides to look towards the walk-light.3. #NOW (*NOW = t2).4. Cassie looks toward the walk-light.5. lNOW (*NOW = t3).6. Cassie senses that the walk-light is on. That is,an assertion \Holds(On(walk-light), t4)" is made,with t3 v t4.7. "NOW (*NOW = t1).
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Figure 4: Operations on the stack of NOWs.8. Assert \t1 v t4".9. Cassie realizes that \Holds(On(walk-light), t1)".The above sketches a solution to the problem, it ob-viously does not present a complete theory. To arriveat such a theory, various questions need to be solved.First, when to push and pop the stack is still not ex-actly clear. Here, we decide to push into a �ner granu-larity when acting is performed in service of reasoning(step 3). In general, one might propose to performa push any time the achievement of a goal requiresachieving sub-goals. Popping is the complementaryoperation, it could be performed after each sub-goalhas been achieved (step 7). The most problematic stepin the above solution is step 8. The motivation behindit is simple and, we believe, reasonable. When Cassienotices that the walk-light is on at t3, it is reasonablefor her to assume that it was on over a period start-ing before and extending over the *NOW within whichshe is checking the walk-light, namely t1. Of course,this presupposes certain intuitions about the relativelengths of the period of the walk-light being on (t4)and of that over which Cassie acts (t1). In a sense,this is a variant of the frame problem (McCarthy andHayes, 1969); given that a state s holds over intervalt1, does it also hold over a super-interval, t2, of t1?1515In the traditional frame problem, t2 is a successor, nota super-interval, of t1.

Our main objective here is not to provide a completesolution to the problem. Rather, we want to point theproblem out, and propose some ideas about how it maybe solved. Future research will consider how the pro-posal outlined above may be extended and re�ned intoa concrete theory of temporal granularity that couldbe applied to reasoning, acting, and natural languageinteraction.6 ConclusionsA reasoning, acting, natural language competent sys-tem imposes unique constraints on the knowledge rep-resentation formalism and reasoning procedures it em-ploys. Our commitment to using a common repre-sentational formalism with such a multi-faceted sys-tem uncovers problems that are generally not encoun-tered with other less-constrained theories. For exam-ple, a memoryless agent may use the STRIPS model ofchange, in which case representing temporal progres-sion, and having to deal with the problems it raises,would not be required. A logical language that is notlinguistically-motivated need not represent a notion ofthe present that reects the unique semantic behaviorof the natural language \now"| an issue that under-lies the two problems discussed.The problem of \the unmentionable now" results fromthe inability to refer to future values of the variableNOW. Since *NOW can only refer to the time of the as-sertion (mirroring the behavior of the English \now"),one cannot use it in the object language to refer to thefuture. Such reference to future now's is important forspecifying conditional acts and acting rules. Our so-lution is to eliminate any reference to those times inthe object language, but to modify the forward andbackward chaining procedures so that they insert theappropriate values of NOW at the time of performinga conditional act or using an acting rule. The prob-lem of \the eeting now" emerges when, in the courseof reasoning about (the value of) NOW, the reasoningprocess itself results in NOW changing. The solutionthat we sketched in Section 5 is based on realizing that,at any point, the value of NOW is not a single term,but rather a stack of terms. Each term in the stackcorresponds to the agent's notion of the current timeat a certain level of granularity, with granularity grow-ing coarser towards the bottom of the stack. Temporalprogression and granularity shifts are modeled by var-ious stack operations.An agent that reasons about its actions, while acting,and has a personal sense of time modeled by the relent-lessly moving NOW is di�erent in a non-trivial sensefrom other agents. The problem of \the unmentionable
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