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ABSTRACT 

Belief revision systems are AI programs that deal with contradictions. 
They work with a knowledge base, performing reasoning from the 
propositions in the knowledge base, "filtering" those propositions so that 
only part of the knowledge base is perceived - the set of propositions 
that are under consideration. This set of propositions is called the set 
of believed propositions. Typically, belief revision systems explore 
alternatives, make choices, explore the consequences of their choices, and 
compare results obtained when using different choices. If during this 
process a contradiction is detected, then the belief revision system will 
revise the knowledge base, "erasing" some propositions so that it gets rid 
of the contradiction. 

In this paper, we present a logic suitable to support belief revision 
systems and discuss the properties that a belief revision system based on 
this logic will exhibit. The system we present, SWM, differs from most of 
the systems developed so far in two respects: First, it is based on a 
logic which was developed to support belief revision systems. Second, its 
implementation relies on the manipulation of sets of assumptions, not 
justifications. The first feature allows the study of the formal 
properties of the system independently of its implementation, and the 
second one enables the system to work effectively and efficiently with 
inconsistent information, to switch reasoning contexts without processing 
overhead, and to avoid most backtracking. 
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INTRODUCTION 

The ability to reason about and adapt to a changing environment is an 
important aspect of intelligent behavior. Most computer programs 
constructed by researchers in AI maintain a model of their environment 
(external and/or internal), which is updated to reflect the perceived 
changes in the environment. The model of the environment is typically 
stored in a knowledge-base (containing propositions about the state of the 
environment) and the program manipulates the information in this knowledge 
base. Most of the manipulation consists of drawing inferences from 
information in the knowledge base. All the inferences drawn are added to 
the knowledge base. One reason for model updating (and thus knowledge 
base updating) is the detection of contradictory information about the 
environment. In this case the updating should be preceded by the decision 
of what proposition in the knowledge base is the culprit for the 
contradiction, its removal from the knowledge base*, and the subsequent 
removal from the knowledge base of every proposition that depends on the 
selected culprit. 

Belief revision systems are AI programs that deal with contradictions. 
They work with a knowledge base, performing reasoning from the 
propositions in the knowledge base and "filtering" the propositions in the 
knowledge base so that only part of the knowledge base is perceived - the 
set of propositions that are under consideration. This set of 
propositions is called the set of believed propositions. When the belief 
revision system considers another of these sets, we say that it changes 
its beliefs. Typically, belief revision systems explore alternatives, 
make choices, explore the consequences of its choices, and compare results 
obtained when using different choices. If during this process a 
contradiction is detected (i.e., both a proposition and its negation 
belong to the set of believed propositions), then the belief revision 
system will revise the knowledge base, "erasing" some propositions so that 
it gets rid of the contradiction. The Truth-Maintenance System (TMS) 
[Doyle 79], was the first domain-independent belief revision system. TMS 
maintains a knowledge base in which propositions are explicitly marked as 
believed or disbelieved. When a contradiction is found, TMS revises its 
beliefs so that no inconsistent propositions are believed. Doyle's 
research triggered the development of several belief revision systems 
[Goodwin 82, 84; McAllester 78, 80; McDermott 82, 83; Thompson 79]. These 
systems share two characteristics: (i) they are mainly concerned with 
implementation issues, paying no special attention to the logic underlying 
the system; (2) each proposition is justified with the propositions that 
directly originated it. The first aspect does not allow the formal study 
of the properties of the systems independently of their implementations: 
in those systems, it is very difficult to define and study the properties 

* Or making it inaccessible to the program. 
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of the underlying logic except by repeatedly running the program*. The 
second aspect originates systems that can only deal with one situation at 
a timeu are not able to perform inferences in a state where a 
contradiction was derived, and present a large computing overhead both 
when switching between situations and in computing the culprit for a 
contradiction. 

AS a reaction against these problems, the early 80's saw the 
development of new kinds of belief revision systems, characterized by: 
(i) an explicit concern about the foundations of the systems, 
independently of their implementations [Doyle 82, 839 Martins 83;Martins 
and Shapiro 83] and (2) the use of a new type of justifications [Martins 
83; Martins and Shapiro 83; deKleer 84, 86a, 86b]. 

JUSTIFICATION-BASED VS. ASSUMPTION-BASED SYSTEMS 

A fundamental issue in belief revision systems is to be able to 
identify every proposition that may have contributed to a contradiction. 
This is important since, on the one hand, we don't want to blame some 
assumption irrelevant to the contradiction as the culprit, and, on the 
other hand, when searching for the assumption responsible for the 
contradiction we don't want to leave out any assumption possibly 
responsible for the contradiction. In order to do this, belief revision 
systems have to to keep a record of where each proposition in the 
knowledge base came from. These records are inspected while searching for 
the culprit of a contradiction. Thus, associated with every proposition 
in the knowledge base, there will be a set, called the support of the 
proposition, that tells where that proposition came from. 

After selecting the culprit for a contradiction, the belief revision 
system typically "changes its beliefs", i.e., considers another set of the 
propositions in the knowledge base that does not contain the culprit of 
the contradiction nor any proposition derived from it. Furthermore, when 
considering a given set of propositions, the belief revision system 
ignores all the other propositions that may exist in the knowledge base. 

There are two different ways of recording the origin of propositions; 
corresponding to justification-based and assumption-based systems [deKleer 
84]. In justification-based systems, the support of each proposition 
contains the propositions that directly originated it. This approach was 
taken by [Doyle 79; Goodwin 82, 84; McAllester 80; McDermott 82~ Thompson 

* Although there are techniques to prove properties about programs, and 
thus one may be tempted to use them to prove properties about these 
programs, without the statement of the underlying logic one does not have 
a clear idea of what properties to prove. 
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79]. In assumption-based systems, the support of each proposition 
contains the hypotheses (non-derived propositions) that originated it. 
This approach was taken by [Martins 83; deKleer 84, 86a, 86b]. 

Assumptions-based systems present advantages over justification-based 
systems, with respect to: (1) Identifying the possible culprits for a 
contradiction, (2) changing sets of beliefs, and (3) comparing sets of 
beliefs. The main advantage that justification-based systems present over 
assumption-based ones concerns the explanation of their reasoning. In 
fact, since these systems maintain a record of the history of the 
derivation of each proposition in the knowledge base they can explain how 
a given proposition was obtained. DeKleer [deKleer 84] presents an 
excellent discussion on these issues. 

There is, however, a hidden assumption behind assumption-based 
systems, which is that it is possible to compute exactly which hypotheses 
underlie a given proposition. The obvious solution of unioning the 
hypotheses underlying each of the parent propositions to compute the 
hypotheses underlying a derived proposition won't do.* Another important 
issue is how to "remember" the contradictions that were derived and to 
avoid getting into the same contradiction twice. 

In the next section we present a logic, the SWM system, that addresses 
these two problems. Each proposition in SWM is associated with a set (the 
origin set) that contains those, and only those, hypotheses used in its 
derivation. Each proposition in SWM is also associated with another set 
(the restriction set) containing the sets of hypotheses which are 
incompatible (produce inconsistencies) with the proposition's origin set. 
The SWM system defines how these sets are formed and propagated through 
the application of the rules of inference. Based on 5WM, we define an 
abstract model for an assumption-based belief revision system. 

THE SWM SYSTEM 

In this section we introduce a logic, the SWM system (after Shapiro, 
Wand and martins) that was developed to support belief revision systems. 
When discussing a logic, there are two aspects to consider, its syntax and 
its semantics. 

The syntax of a logic includes a set of formation rules and a set of 
rules of inference. The set of formation rules determines which formulas 
are legal in the logic. These formulas are called well-formed formulas, 
wffs for short. We will assume standard formation rules for wffs with ~, 

* This is implicitly done in some justification-based systems, e.g., with 
the SL-justifications of TMS [Doyle 79]. 
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v, &, -> as connectives and V, E as quantifiers. See, for example, 
[Lemmon 78, pp.44 and 104]. The set of rules of inference (the deductive 
system) specifies which conclusions may be inferred from which premises. 
Given an argument (P,c),* we say that c is deducible from P, written Pl-c, 
if there is a sequence of rules of inference which when applied to P 
produces c. 

The semantics of a logic concerns the study of the conditions under 
which sentences are true or false. The semantics are completely 
determined by the specification of two things, the interpretations of the 
language (every possible assignment of a particular object to each 
particular member o£ the language) and the truth conditions for it (what 
it means for a given sentence to have a given truth value in a given 
interpretation). We say that the argument (P,c) is valid if there is no 
interpretation in which each sentence in P is true and in which c is 
false. I£ (P,c) is valid, we write P[=c. 

There is nothing about validity in the deductive system, and there is 
nothing about deducibility in the semantics. Although syntax and 
semantics are separate parts of a logical system, and thus deducibility 
and validity are intensionally distinct, they must fit together properly 
in order for the system to make any sense. A logic is said to be sound if 
and only if every argument deducible in its deductive system is valid 
according to its semantics. A logic is said to be complete if and only if 
every argument valid according to its semantics is deducible in its 
deductive system. Given a "reasonable" semantics, a logic can be unsound 
due to "wrong" rules of inference; and a logic can be incomplete due to 
the lack of necessary rules of inference or due to rules of inference that 
are too constraining. The SWM system is an incomplete logic, since 
several arguments valid according to its semantics are not deducible in 
its deduction system. This fact should not be regarded as a drawback of 
the logic but rather as a feature that makes it attractive for its 
intended applications. 

The first step towards formally analyzing arguments consists of 
providing precise meaning for everyday terms like "and", "or", "if", 
"if...then...", "every", "some", etc. In the process of translating an 
informal argument into a formal one, some of the features of the informal 
argument are lost. The important point is to keep in the model those 
features that are of interest to the modeler. Therefore, when assigning 
meaning to the logical terms, one should bear in mind which features of 
the informal arguments one wants to preserve in their formal counterparts. 
In our case, our main goal is to keep a record of propositional 

* A premisse-conclusion argument is an ordered pair (P,c) in which P is a 
set of propositions, called premisses and c is a single proposition, 
called conclusion. 
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dependencies, and our approach adopts the meaning of the logical 
connectives used in classical logic and builds a deductive system that 
blocks some unwanted deductions (resulting in an incomplete system)° Most 
of the blocked deductions involve the introduction of irrelevancies° 

One of the fundamental problems that any logic underlying a belief 
revision system has to address is how to keep track of and propagate 
propositional dependencies. This is important, because, in the event of 
detection of a contradiction, one should be able to identify exactly which 
assumptions were used in the derivation of the contradictory propositions~ 
We don't want to blame some assumption irrelevant to the occurrence of the 
contradiction as the culprit for the contradiction, and, when looking for 
the possible culprits for a contradiction, we don't want to leave out any 
assumption possibly responsible for the contradiction. In logic, the 
relevance logicians also want to keep track of what propositions were used 
to derive any given proposition. Relevance logicians~ have developed 
mechanisms to keep track of what assumptions were usedin the derivation 
of a given proposition and to prevent the introduction of irrelevancies. 
One way of doing this (used in the FR system of [Anderson and Belnap 75~ 
pp.346-348] and in the system of [Shapiro and Wand 76]) consists of 
associating each wff with a set, called the ori~i n set, which references 
every hypothesis used its derivation. The rules of inference are stated 
so that all the wffs derived using a particular hypothesis will reference 
this hypothesis in their origin sets. Whenever a rule of inference is 
applied, the origin set of the resulting wff is computed from the origin 
sets of the parent wffs.* In order to guarantee that the origin set only 
contains the hypotheses actually used in the derivation of the wff, and no 
more hypotheses, some of the applications of the rules of inference 
allowed in classical logic are blocked. Most of this mechanism was 
adopted in the SWM system. 

Besides the dependency-propagation mechanism, there is another 
advantage in using relevance logic, to support belief revision systems. 
In classical logic a contradiction implies anything; thus, in a belief 
revision system based on classical logic, whenever a contradiction is 
derived it should be discarded immediately. In a relevance-logic-based 
belief revision system, we may allow the existence of a contradiction in 
the knowledge base without the danger of filling the knowledge base with 
unwanted deductions. In a relevance logic-based belief revision system 
all a contradiction indicates is that any inference depending on every 
hypothesis underlying the contradiction is of no value. In this type of 
systems we can even perform reasoning in a knowledge base known to be 
inconsistent. See, for example, [Martins 83], and [Martins and Shapiro 

* The resulting origin set can either be the union of the origin sets of 
the parent wffs or the set difference of the origin sets of the parent 
wffs. 
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86]. 

Another important issue in belief revision systems which will be 
reflected in our logic consists in the recording of the conditions under 
which contradictions may occur. This is important because once we 
discover that a given set is inconsistent,* we may not want to consider it 
again, and even if we do want to consider it, we want to keep in mind that 
we are dealing with an inconsistent set. In the SWM system, 
contradictions are recorded by associating each wff with a set, called the 
restriction set, that contains information about which sets unioned with 
the wff's origin set produce an inconsistent set. When new wffs are 
derived, their restriction sets are computed directly from the restriction 
sets of the parent wffs, and when contradictions are detected all the wffs 
whose origin set references any of the contradictory hypotheses has its 
restriction set updated in order to record the newly discovered 
contradictory set. Similarly to what happens with Origin sets, we will 
make sure that restriction sets don't have any more information than they 

should. 

In addition, for the proper application of some rules of inference, it 
is important to know whether a given wff was introduced as a hypothesis or 
was derived from other wffs. In order to do this, we associate each wff 
with an identifier, called the ori@! ~ taq that tells whether the wff is a 
hypothesis, a normally derived proposition, or a special proposition, that 
if treated regularly, would introduce irrelevancies into the knowledge 

base.** 

Formally, the SWM system deals with objects called supported wffs. A 
supported wff consists of a wff and an associated triple containing an 
origin tag (OT), an origin set (0S), and a restriction set (RS). The set 
of all supported wffs is called the knowled@e base. We write AIt,a,r to 
denote that A is a wff with OT t, 05 a, and RS r, and we define the 
functions o t(A)=t, o_.s(A)=a and r__s(a)=r. 

The problem of multiple derivations of the same wff is not directly 
addressed by the 5WM system: if a proposition is derived in several 
different ways then it is added to the knowledge base with different OTs, 
0Ss, and RSs. It is the computer system that interprets the knowledge 
base that worries about the problem of multiple derivations (see [Martins 

83], and [Martins and Shapiro 84]). 

* A set is inconsistent if a contradiction may be derived from it. A set 
is consistent just in case it is not inconsistent. We represent a 
contradiction by -x-, thus A is inconsistent if A I- -x- 
** For a discussion of this latter case and the reasons that lead us to 
introduce this additional value for origin tags, refer to [Martins 83] or 

[Martins and Shapiro forthcoming]. 
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The 05 is a set of hypotheses. The OS of a supported wff contains 
those (and only those) hypotheses that were actually used in the 
derivation of that wff. The OTs range over the set [hyp, der, ext}: h~ 
identifies hypotheses, der identifies normally derived wffs within 5WM, 
and ext identifies special wffs whose 0S was extended° An RS is a set of 
sets of wffs. A wff, say A, whose R5 is JR1, ... tRn] means that the 
hypotheses in o__s(A) added to any of the sets Ri, ... ,Rn produce an 
inconsistent set. The RS of an extended wff will contain every set which 
unioned with the wff's OS will produce a set that is known to be 
inconsistent. Our rules of inference guarantee that the information 
contained in the R5 is carried over to the new wffs whenever a new 
proposition is derived. Furthermore, the rules of inference guarantee 
that RSs do not contain any redundant information; i.e.e given 
Alt,a,[Rl,...,Rn], the following types of redundancy do not arise: 

i. There is no r6[Rl,...,Rn} such that r ~a#6.* 

2. There are no re[Rl,...,Rn] and s£[Rl,...,Rn}, such that rcs."" 

We say that the supported wff A[t,a,[Rl, ... ,Rn] has a minimal RS if 
the following two conditions are met: 

1. Yre[Rl, ... ,Rn] (r~a)=~; 

2. Yr,se[R1, ... ,Rn} r~ s. 

In [Martins 83], we prove that all the supported wffs in the knowledge 
base resulting from the application of the rules of inference of the 5WM 
system have minimal RS. 

To compute the RS of a wff resulting from the application rule of 
inference, we define the functions ~ and 2 • The function ~ is used 
whenever a rule of inference which generates a supported wff whose OS is 
the union of the OSs of the parent wffs is applied. It generates the RS 
of the resulting wff by unioning the RSs of the parent wffs and removing 
from the resulting set some sets which would be redundant, namely that 
would violate one of the two conditions listed above. The function I is 
used by the rules of inference which generate a supported wff with a 

* Otherwise, the set would r contain extra information, namely, all the 
wffs in r a. 

** Otherwise, the set s could be discarded from the restriction set 
without any loss of information: Since r belongs to the RS of 
A[t,a,[Rl,...,Rn}, we know that that aU rl- -><-. Also, since any set 
containing an inconsistent set is itself inconsistent, we could infer 
that aU s is inconsistent, since (aU r)C(a us). 
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smaller OS than the parent wffs. It takes the RS of the several 
hypotheses in the resulting OS and computes a minimal RS from those RSs. 
The functions ~ and I are defined as follows: 

~([rl, ... ,rm],[ol, ... ,on]) = ~ (~(rlu... Urm,olU... Uon)), 

where 

~(R,O) = {a I (a~R & anO=~) v (Eb)[b~R & bO0@~ & a=b-O]] 

and 

~(R) = {a [ a6R & --(Eb)(b~a & bER & boa)} 

and 

I(O)=~({r I EHeO:r=r_s(H)] , [o I EHeO:o=o_s(H)}) 

To compute the OT of a wff resulting from the application of the rules 
of inference, we define the function ~ as follows: 

~(a,b) = ~ ext if a=ext ot b=ext 

[ der otherwise 

~(a,b,...,c) = #(a,$(b,...,c)) 

Two supported wffs are said to be combinable by some rule of inference 
if the supported wff resulting from the application of the rule of 
inference has an OS that is not known to be inconsistent. We define the 
predicate Combine, which decides the combinability of the supported wffs A 
and B: 

I false 
Combine(A,B) = false 

true 

if Erers(A) : r Co_s(B) 
if ErErs(B) : rdo__s(A) 
otherwise 

The rules of inference of the SWM system, guarantee that: 

1. The OS of a supported wff contains every hypothesis that was used in 
its derivation. 

2. The 05 of a supported wff only contains the hypotheses that were used 
in its derivation. 

3. The RS of a supported wff records every set known to be inconsistent 
with the wff's 05. 
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4. The application of rules of inference is blocked if the resulting wff 
would have an O5 known to be inconsistent. 

It is important to distinguish between a set ~ inconsistent and a 
set bein~ known to be inconsistent. An inconsistent set is one from which 
a contradiction can be derived; a set known to be inconsistent is an 
inconsistent set from which a contradiction has been derived. The goal of 
adding RSS is tO avoid re-considering known inconsistent sets of 
hypotheses. 

The OT and OS of a proposition reflect the way the proposition was 
derived: the OS contains the hypotheses underlying that proposition, and 
the OT represents the relation between the proposition and its OS. The R$ 
of a proposition reflects our current knowledge about how the hypotheses 
underlying that proposition relate to the other hypotheses in the 
knowledge base. Once a proposition is derived, its OT and OS remain 
constant; however, its R5 changes as the knowledge about all the 
propositions in the knowledge base does. Again we do not address here the 
problem of multiple derivations of the same proposition, a fundamental 
problem An belief revision. In the SWM system, if the same wff is derived 
in several different ways, then several supported wffs are added to the 
knowledge base (all of them with the same wff) and thus the reason we say 
that the OT and OS of a wff remain constant. The program that uses the 
knowledge base generated by 5WM treats these wffs appropriately. 

The following are the rules of inference of the 5WM system." 

Hypothesis (Hyp): For any wff A and sets of wffs RI...Rn (n>0), such that 
Yr,[R1, ... ,Rn}: r~[A}=6 and Yr, s£[Rl, ... ,Rn}:rg~s, we may add 
the supported wff Alhyp,[A},[Ri, ... ,Rn} to the knowledge base, 
provided that A has not already been introduced as a hypothesis. 

Implication Introduction (->I): From Blder,o,r and any hypothesis H-o, 
infer H->B]der,oe[H}, I (o'[H}). 

Modus Ponens - Implication Elimination r Part 1 (MP): From Altl,ol,rl, 
A->B]t2,o2,r2, and Combine(A,A->B), infer 
B]t(tl,t2),ol uo2,~([rl,r2},[ol,o2}). 

Modus Tollens - I~lication Elimination, Part 2 (MT): From A->Bltl,ol,rl, 
~B]t2,o2,~2, and Combine(A->B,~B), infer 

* There is an extra connective in the SWM system, the truth-functional 
or, which will not be discussed in this paper. For a detailed 
description of this connective, refer to [Martins 83], and [Martins and 
Shapiro 84]. 
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~Al~(tl,t2),ol Uo2,~([rl,r2},[ol,o2]). 

Ne~atlon Introduction (~I)s 
From A[tl,o,r, ~Alt2,o,r, and any set {Hi, ... ,Hn}Co, infer 
~(Hi&...&Hn) I #(tl,t2), o-[Hi, ... ,Hn},$ (o-[Hl, ... ,Hn}). 
From Altl,ol,rl, ~Alt2,o2,r2, oi~o2, Combine(A,~A), and any set 
[HI, .o° ,Hn}~(ol 02), infer ~(Hi&...&Hn) I ext, 
(olUo2)-[Hl, °.. ,Hn], 2 ((oi o2)-[Hl, ... ,Hn}). 

Negation Elimination (~E): From ~Alt,o,r, infer A~#(t,t),o,r. 

U~atinq o_fRestriction Set____S (URS): From A[tl,ol,rl, and ~AIt2,o2,r2, we 
must replace each hypothesis Hlhyp,[H},R such that H£(olu02) by 
H~,[H),O'(R U[(olUo2)-{H}}). Furthermore, we must also replace 
every supported wff Flt,o,r (t=der or t=ext) such that o 6(oi Uo2)~6 
by Flt,o, ¢(r u{(oluo2)-o}). 

And Introduction (&I): 
From Altl,0,r and Blt2,o,r, infer A&B]~(tl,t2),o,r. 
From Altl,ol,rl, Blt2,o2,r2, oi~o2, and Combine(A,B), 
A&B[ext,ol o2,u((rl,r2],[ol,o2}). 

infer 

__And Elimination ........ (&E): From A&Blt,o,r, and t~ext, infer either Alder,o,r 
or Blder,o,r or both. 

Or Introduction (vI): 
.... AvBl$(tl,t2),o,r. 

From ~A->BItl,o,r and ~B->A[t2,o,r, infer 

Or Elimination (vE): 
From AvBltl,ol,rl, ~Alt2,o2,r2, and Combine(AvB,~A), infer 
Bl~(tl,t2),ol Uo2,~([rl,r2],{ol,o2}). 
From AvBltl,ol,rl, ~Blt2,o2,r2, and Combine(AvB,~B), infer 
Al$(tl,t2),ol Uo2,~([rl,r2},[ol,o2}). 
From AvBltl,ol,rl, A->Clt2,o2,r2, B->Clt3,o2,r2, and 
Combine(AvB,A->C), infer C I #(tl,t2,t3),ol Uo2,~([rl,r2],[ol,o2}). 

introduction (¥I): From B(t) ~ der,o U[A(t)},r, in which A(t) is a 
hypothesis which uses a term (t) never used in the system prior to 
A's introduction, infer V(x)[A(x)->B(x)] I der,o, $ (O)o* 

*According to this rule of inference, the universal quantifier can only 
be introduced in the context of an implication. This is not a drawback, 
as may seem at first, since the role of the antecedent of the implication 
(A(x)) is to define the type of object that are being quantified. This 
is sometimes called relativized quantification. 
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V elimination - Universal Instantiation (VE): 
- From the supported wffs V(x)[A(x)->B(x)]Itl,ol,rl, A(c)It2,o2,rZ and 

Combine(¥(x)[A(x)->B(x)], A(c)), in which c is any individual symbol, 
infer A(c)->B(c) 1%(tl,t2),olUo2,p([rl,r2},[ol,o2}); 

E introduction (EI): From A(c) I t,o,r in which 
constant, infer E(x)[A(x)] I $(t,t),o,r; 

c is an individual 

E elimination (EE): From E(x)[A(x)] I t,o,r and any individual constant c 
m 

which was never used before, infer A(c) I #(t,t),o,r. 

Among others, the following theorems hold for SWM (their proof can be 
found in [Martins 83]): 

Theorem: All the supported wffs in the knowledge base resulting from the 
application of the rules of inference of SWM have minimal RS. 

Theorem: In the knowledge base resulting from the application of the 
rules of inference of SWM, if two supported wffs have the same OS, then 
they have the same RS as well. 

Theorem: Every OS has recorded with it every known inconsistent set. 

A CONTEXTUAL INTERPRETATION FOR SWM 

We now discuss how a program using SWM should interpret SWM's wffs. 
We provide a contextual interpretation for SWM. We use the word 
"contextual interpretation" instead of just "interpretation" for the 
following two reasons: On the one hand, we want to stress that we are not 
providing an interpretation for SWM in the logician's sense of the word; 
on the other hand, we want to emphasize that our definition of truth 
depends on the notion of context. This contextual interpretation defines 
the behavior of an abstract revision system (i.e., not tied to any 
particular implementation), which we call MBR (Multiple Belief Reasoner). 

MBR works with a knowledge base containing propositions that are 
associated with an OT, OS, and RS (in SWM's sense). Propositions are 
added to the knowledge base according to the rules of inference of SWM. 
We define a context to be a set of hypotheses. A context determines a 
Belief Space (BS), which is the set of all the hypotheses defining the 
context and all the propositions that were derived exclusively from them. 
Within the SWM formalism, the wffs in a given BS are characterized by 
having an OS that is contained in the context. The set of contexts 
represented in the knowledge base is the power set of the set of 
hypotheses existing in the knowledge base. 

Any operation performed within the knowledge base (query, addition, 
deletion, etc.) will be associated with a context. We will refer to this 
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context as the current context. While the operation is being carried out, 
the only propositions that will be considered are the propositions in the 
BS defined by the current context. This BS will be called the current BS. 
A proposition is said to be believed if it belongs to the current BS. We 
can look at contexts as delimiting smaller knowledge bases (the Belief 
Spaces) within the knowledge base. The only propositions that are 
retrievable are those propositions that belong to the current B5. 

A common goal of belief revision systems is to stay away from 
contradictions. Taking this into account, it would seem natural to 
constrain contexts to be consistent sets of hypotheses, not just any sets 
of hypotheses. However, it maybe the case that one desires to perform 
reasoning within the BS defined by an inconsistent context (in SWM, the 
existence of contradictions is not as damaging as in classical logic, in 
which anything can be derived from a contradiction) and thus the condition 
that a context is not known to be inconsistent will not be compulsory but 
rather advisable if one doesn't explicitly want to perform reasoning in a 
BS that is known to be inconsistent. The reason why it is advisable is 
that within a BS defined by a context not known to be inconsistent some 
simplification can be considered during the application of the rules of 
inference (for details refer to [Martins 83]). 

Let us now consider how MBR acts when a contradiction is detected. 
SWM has two rules of inference to handle contradictions: negation 
introduction and updating of restriction sets. When a contradiction is 
detected, one of two things will happen: 

. Only one of the contradictory wffs belon@s to the current BS:* the 
contradiction is recorded (through the application of URS), but 
nothing more happens. The effect of doing so is to record that some 
set of hypotheses, properly containing the current context, is now 
known to be inconsistent. This results in what we call belief 
revision within a context properly containin~ the current context. 

. Both contradictory wffs belong t_o th@ curren t B S: URS is applied, 
resulting in the updating of the RSs of the propositions in the 
knowledge base, and, in addition, the rule of ~I may also be applied. 
This results in what we call belief revision within the current 
context , normally originating the disbelief (removal from the current 
context) of some of its hypotheses. 

Examples of these types of belief revision can be found in [Martins 83]. 

* Note that at least one of the contradictory wffs belongs to the current 
BS, since a contradiction is detected whenever some newly derived wff 
contradicts some existing one, and newly derived wffs always belong to 

the current BS. 
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CONCLUDING REMARKS 

In this paper, we discussed an important class of AI programs, belief 
revision systems. Belief revision is important whenever reasoning is 
performed with a knowledge base that may contain contradictory 
information. Belief revision systems are capable of considering only part 
of the knowledge base (the set of believed propositions), perform 
inferences from this set, and, if a contradiction is detected, replace 
this set by another one (chan@9 their beliefs), and afterwards disregards 
every proposition that does not belong to the new set. To obtain this 
behavior, belief revision systems have to maintain a record of where each 
proposition in the knowledge base came from. We discussed two ways of 
keeping these records, corresponding to assumption-based and 
justification-based systems. 

In order to build an assumption-based belief revision system, we 
developed a formalism that associates each proposition in the knowledge 
base with the set of hypotheses used in its derivation. We presented a 
logic (5WM) loosely based on relevance logic that captures the notion of 
propositional dependency and is able to deal with contradictions. $WM 
associates two sets with each proposition: the origin set contains every 
hypothesis used in the derivation of the proposition; the restriction set 
contains those sets of hypotheses that are incompatible with the 
proposition's origin set. 

Each proposition generated by the rules of inference of SWM has a 
minimal restriction set, in the sense that restriction sets are free from 
some kinds of redundancies. Each such proposition has a maximal 
restriction set in the sense that its restriction set records all 
inconsistent sets known so far. Every proposition with the same origin 
set has the same restriction set, reflecting the fact that restriction 
sets are both minimal and maximal. 

We defined the behavior of an abstract program based on SWM, the 
Multiple Belief Reasoner (MBR). In MBR, a context is any set of 
hypotheses. A context determines a belief space (BS), which is the set of 
all propositions whose origin set is contained in the context. A BS 
contains all the propositions that depend exclusively on the hypotheses 
defining the context. Given any context, the only propositions whose 
truth value is known are those propositions that belong to the B5 defined 
by the context. The truth value of all the other propositions is unknown. 
By a proposition having an unknown truth value, we mean that in order to 
compute its truth value one has to carry out further deduction, and it may 
even be possible that its truth value is not computable from the 
hypotheses under consideration. At any moment, the only propositions that 
are believed (and thus retrievable from the knowledge base) are the ones 
that belong to the B5 under consideration. 
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MBR only considers the propositions in the BS under consideration and 
thus~ when a contradiction is detected and, after selecting some 
hypotheses as the culprit for the contradiction, in order to make 
inaccessible to the belief revision system all the propositions that were 
previously derived from such hypotheses, all one has to do in MBR is 
remove the selected hypotheses from the context under consideration. 
Afterwards, all the propositions derived from the selected hypotheses are 
no longer in the BS under consideration and consequently are not 
retrievable by the deduction system. 
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