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A b s t r a c t  

This paper describes some accomplishments and 
ongoing work relating to a system called The 
SNePS Actor. Cognitive agents modeled using this 
system are capable of representing and reasoning 
about beliefs, acts, and plans. The architecture of 
the SNePS Actor being developed is based on our 
investigations of the relationships between beliefs, 
plans, effective acts, and sensory acts, and between 
reasoning and acting, in the context of a computa- 
tional rational agent. The representations and rea- 
soning mechanisms used are those of SNePS- -  an 
intensional, propositional, semantic network-based 
system. 

1 I n t r o d u c t i o n  

We are building a rational cognitive agent that  can 

• represent and reason about its beliefs and those of others 

• represent and reason about actions and plans (its own 
and other's) 

• plan its future actions 

• actually perform these actions to bring about changes 
in its environment 

• react to changes in its environment 

• discuss in natural  language, its beliefs, actions, and 
plans. 

Our work is proceeding by investigating the relationships 
among beliefs, plans, effective acts, and sensory acts, and be- 
tween reasoning and acting, in the context of a computational  
rational agent. The underlying thesis of our research is that  
an approach based on the relationship between inference and 
acting will result in an integrated representation, reasoning, 
and acting system that  will provide adequate mechanisms to 
deal with sensory acts, external events, and how the behavior 
of a rational agent can be affected by them. 

2 T h e  S N e P S  A c t o r  

We have been implementing, experimenting with, and revis- 
ing a system called The SNePS Actor [Kumar et al. 1988] 
(See Figure 1). The agent modeled in this system begins 
with an empty knowledge-base. In the role of informant, we 
interact with the agent using English sentences about the 
domain, instructing it about various actions it can perform, 
and how to solve problems in that  domain. The input sen- 
tences are analyzed using a Generalized ATN grammar,  the 
results of which are new beliefs in the knowledge-base. A 
generation part  of the ATN takes beliefs and expresses them 
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Figure 1: Architecture of the SNePS Acting System (imple- 
mented). 

in English. Requests to perform some action are sent to the 
acting system that  may generate and execute a plan to ful- 
fill the request. The informant may also ask questions about 
plans, beliefs and the way the system would solve the various 
problems in the domain. 

The agent's beliefs are stored as SNePS propositions in the 
agent's belief space. SNeBR (the SNePS system for belief 
revision) [Martins and Shapiro 1988], an assumption based 
t ruth maintenance system, ensures that  the agent 's belief 
space is always consistent. World model rules for reason- 
ing in the agent 's belief space are also represented as agent's 
beliefs (they are also acquired in English). Like rules and 
beliefs, we treat  plans/acts  as mental objects. This enables 
the agent to discuss, formulate, use, recognize, and reason 
about plans and acts. This t reatment  is a significant ad- 
vance over operator-based descriptions of actions and plans. 
Operator-based descriptions tend to alienate the discussion 
of operators themselves since they are usually specified in 
a different language from that  used for representing beliefs 
about states. Moreover, plans constructed from these op- 
erators can only be accessed by specialized programs (like 
critics, executors) and, like operators, are represented in still 
another formalism. Our representations for acts, goals, and 
plans build upon and add to the intensional propositional rep- 
resentations of SNePS. This framework enables us to tackle 
various tasks mentioned above in a uniform fashion. Our rep- 
resentations for plans and acts also facilitate plan recognition 
(see [Shapiro et al. 1989]). 

Designing agents that  understand natural  language, reason 
about beliefs, act rationally based on its beliefs, recognize 
plans, perceive, react, etc. in a single coherent fashion poses 
several constraints. We are discovering that  SNePS and its 
underlying theories contribute effectively towards our goals. 
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Our current system is being advanced in several directions. 
But first, we present some motivations. 

3 M o t i v a t i o n s  

Research in planning and acting has progressed indepen- 
dently of the research in knowledge representation and rea- 
soning. Traditional planners end up using three different 
levels of representations (each using a different representa- 
tion language)--a representation for world model (typically 
a FOPL); a representation for operators/actions (like the op- 
erator schema of STRIPS [Fikes and Nilsson 1971], or the op- 
erator description language--ODL of SIPE [Wilkins 1988]); 
and a representation for plans (like NOAH's [Sacerdoti 1977] 
and SIPE's procedural networks). As a consequence, the 
system has to perform reasoning at three different levels-- 
reasoning within the world model; reasoning about actions 
(used in the planning component); and reasoning about plans 
(as done by procedural critics of NOAH and SIPE). Facts 
stored in the world model correspond to the agent's beliefs. 
The kind of reasoning done on these beliefs is limited to basic 
retrieval, and sometimes, using simple inference rules (which 
may or may not be expressed in the same language! See 
[Wilkins 1988]'s deductive operators.) simple consequences 
of current beliefs can be derived. The state of the art in 
knowledge representation and reasoning is much more ad- 
vanced than that. Current knowledge representation and rea- 
soning systems are capable of dealing with issues in natural  
language understanding, representing beliefs of the agent as 
well as others, belief revision using truth maintenance proce- 
dures, and other subtle issues. Some of these representations 
also deal with beliefs about agents performing actions and 
events taking place. 

In the past, most efforts of researchers of the SNePS research 
group have centered around representation and reasoning 
about beliefs derived from natural language interaction with 
the user. Our work extends the SNePS approach to model- 
ing cognitive agents by integrating the notions of acting and 
planning. The basic motivations underlying our approach 
can be summed by the following quote from [Georgeff 1987]: 

Another promising approach to providing the 
kind of high-level goal-directed reasoning capabili- 
ties, together with the reactivity required for sur- 
vival in the real world, is to consider planning sys- 
tems as rational agents that are endowed with the 
psychological attitudes of belief, desire, and inten- 
tion. The problem that then arises is specifying 
the properties we expect of these attitudes, the way 
they interrelate, and the ways they determine ra- 
tional behavior in a situated agent. 

4 T o w a r d s  I n t e g r a t e d  A c t i n g  a n d  

I n f e r e n c e  

In most current architectures reasoning is performed by some 
inference engine and acting is done under the control of an 
acting executive. In order to achieve our goals, we have come 
to the conclusion that inference and acting need to be more 
tightly coupled. A survey of most systems will reveal that 
it is somewhat awkward to do acting in reasoning (or logic- 
based) systems (but it is convenient to talk about represen- 
tational and reasoning issues using them), and it is awkward 
to study reasoning and representational issues in systems de- 
signed for acting/planning. Our approach is based on the 
viewpoint that logical reasoning rules implicitly specify the 
act of believing. Thus the inference engine can be viewed 

as a mental actor. This enables us to establish a closer re- 
lationship between rules of inference and rules of acting (or 
planning). Believing is a state of knowledge; acting is the 
process of changing one state into another. Reasoning rules 
pass a truth or a belief status from antecedent to consequent, 
whereas acting rules pass an intention status from earlier acts 
to later acts. A reasoning rule can be viewed as a rule speci- 
fying an ac t - - tha t  of believing some previously non-believed 
proposit ion--but  the believe action is already included in the 
semantics of the propositional connective. McCarthy (1986) 
also suggested that inference can be treated as a mental ac- 
tion. As mentioned in [Shapiro 1989], when a rule fires, the 
agent forms the intention of believing its consequences. This 
suggests that we can integrate our models of inference and 
acting by eliminating the acting executive. While this clar- 
ifies the notion of an inference rule as specifying an act, we 
need to reexamine representations for plans and acts and 
the role they play under the influence of forward/backward 
chaining procedures. For that purpose, we have introduced a 
more general notion of a transformer (see [Kumar 1989] for 
details). 

A transformer is a representation that specifies a belief or 
act transformation under the influence of a transformation 
procedure. It has two pa r t s - - ( <  a > , <  b >), where both 
< a > and < b > can specify either a set of beliefs or some 
act. Basically a transformer is a more general representation 
that captures the notions of reasoning as well as acting. The 
transformation procedure can use the transformer in forward 
as well as backward chaining fashion. Using a transformer 
in forward chaining is equivalent to the interpretation "after 
the agent believes or intends to perform < a >, it believes or 
intends to perform < b >." A transformation procedure using 
backward chaining on a transformer yields the interpretation 
"if the agent wants to believe or perform < b >, it must first 
believe or perform < a >." 

Since both < a > and < b > can be sets of beliefs or an 
act, we have four types of transformers--belief-belief, belief- 
action, action-belief, and action-action. The idea behind 
defining transformers is to have a unified notion of reasoning 
and acting. Next, we show how our existing representations 
for reasoning rules, acts, and plans, can be classified as trans- 
formers. We will also identify how forward/backward chain- 
ing through them can facilitate reasoning, acting, planning, 
and reacting. 

Be l ie f -be l i e f  t r a n s f o r m e r s  are reasoning rules of SNePS. 
A reasoning rule can be used in forward, backward, or bidi- 
rectional inference. The meaning and use of the representa- 
tion remains the same. SNIP, the SNePS inference procedure 
already knows how to interpret these. 

Bel ie f -ac t  T r a n s f o r m e r s  under forward chaining provide 
the interpreta t ion--  "after the agent believes < a >, it forms 
the intention of performing < b >".  Such a transformer 
models reactivity. E.g., a reactivity specification like "In case 
of fire, leave building." When a sensory input yields a belief 
that there is a fire, a forward chaining procedure will use the 
transformer to schedule the act of leaving the building on the 
queue of intentions. 

Used during backward chaining, i.e., "if the agent wants to 
perform < b >, it must believe < a >," the transformer repre- 
sents a specification of a precondition of an action. The trans- 
formation procedures should ensure that backward chaining 
is blocked in the case of reactive transformers and forward 
chaining is blocked in the case of precondition transformers. 

A c t i o n - b e l i e f  T r a n s f o r m e r s  are used to represent effects 
of actions, as well as plan decompositions for complex goals. 

S IGART Bul le t in ,  Vol. 2, No. 4 90 



Forward chaining through effect transformers specifies the 
updating of beliefs after performing an action, and backward 
chaining through them can be used in planning (i.e., "if the 
agent wants to believe < b >,  it  must intend to perform 
< a >." 

The goal decomposition transformer used by the backward 
chaining procedure specifies plan decompositions for achiev- 
ing some goals. Forward chaining through it is blocked. 

A c t i o n - a c t i o n  T r a n s f o r m e r s  are modeled using a control 
action that  sequences two acts. Such a transformer is used 
only in the forward chaining direction and represents the 
agent 's intentions to first perform < a > and then perform 
< b >. I t  wouldn't  make sense to backward chain though 
such a transformer. However, there is a complex act decom- 
position transformer, which when used in backward chaining, 
will result in specification of decomposition of complex acts. 

5 T h e  S N e P S  A c t i n g  A n d  I n f e r e n c e  

P a c k a g e  

We have informally described the notion of a transformer as a 
general representation that  can provide reasoning, planning, 
and acting capabilit ies under the interpretat ion of forward 
and backward chaining procedures. The resulting architec- 
ture of such a model is depicted in Figure 2. The natural  
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Figure 2: Architecture of the integrated acting and reasoning 
system (being implemented).  

language component and representation of agent 's beliefs re- 
mains the same as that  of the SNePS actor. The syntax of 
rules and other planning and acting-related propositions re- 
mains the same. However, they now belong to the more gen- 
eral class of transformers. Transformers are interpreted and 
used by the SNePS acting and inference package (SNAP). 
SNAP maintains the agent 's intentions which can be infer- 
ences (mental actions) and/or  external acts. Implementation 
of the integrated architecture is nearly complete. 

6 A n a l y s i s  o f  t h e  A r c h i t e c t u r e  

We now characterize our architecture along the dimensions 
listed in the symposium guidelines. 

G e n e r a l i t y :  The architecture is a generic tool for modeling 
rational cognitive agents. Agents modeled using this archi- 
tecture are capable of interacting in natural  language. They 
can represent and reason about beliefs, actions, and plans, 

and can be made to react to sensory input. Other than tasks 
of natural  language understanding and deductive reasoning, 
the architecture is not specialized for any specific domain or 
tasks. 

V e r s a t i l i t y :  The natural  language component is writ ten us- 
ing an ATN. To facilitate natural  language interaction in a 
specific domain one has to supply an appropriate  lexicon 
and a grammar for sentences in that  domain. The effec- 
tory behavior interface is programmed in CommonLisp. Cur- 
rently we have demonstrated its capabili t ies in a simulated 
blocksworld, and as a prototype user interface development 
tool to a commercially available geographic information sys- 
tem. 

R a t i o n a l i t y :  The ATMS is an integral part  of the system. 
All plans and acts are deductively derived from the agent 's 
beliefs and goals. Since the deductive system is sound, ratio- 
nality is ensured. 

A d d i n g  n e w  k n o w l e d g e  can be done via the natural  lan- 
guage component as well as the sensory interface (when it 
exists). 

A b i l i t y  to  l e a r n :  As mentioned earlier, the agent initially 
starts  with an empty set of beliefs and can be instructed 
about any domain. Thus it possesses the capabil i ty of learn- 
ing by instruction. At  the moment this is the only ma- 
chine learning technique used. [Choi 1990] has implemented 
a scheme where the agent can learn and subsequently use new 
rules from existing ones. 

T a s k a b i l i t y :  As mentioned above, all tasks are described to 
the agent in natural  language. A user can query the agent 
on how it would perform tasks (in which case plans may be 
derived) and/or  request the agent to perform them (in which 
case plans will be derived and the agent will form the inten- 
tion to carry them out). 

S c a l a b i l i t y :  The agent is capable of receiving more instruc- 
tion and subsequently using that  knowledge to influence its 
future behavior. We have successfully demonstrated this in 
microworld domains. There is nothing inherent in the archi- 
tecture as such that  would l imit  scalability. 

R e a c t i v i t y  is inherently defined and built-in in the archi- 
tecture of the system at a primitive level. Forward chain- 
ing through beliefs representing reactivity transformers is re- 
sponsible for reactive behavior during plan execution. Thus 
individual plans do not have to account for unpredictable sit- 
uations. The agent 's activity is always triggered in reaction 
to some input. 

Ef f ic iency :  Our primary concerns have been cognitive mod- 
eling rather than real-time performance. The system per- 
forms in a reasonably efficient fashion. All the demo tasks 
modeled run in real-time. However, there is no guarantee as 
far as constrained real-time performance is concerned. Much 
work needs to be done towards this end. 

P s y c h o l o g i c a l  v a l i d i t y :  Ours is a cognitive modeling-based 
approach as opposed to solving specific problems related to 
specific AI tasks (e.g. plan critiquing etc). 

7 O n  S h a r i n g  K n o w l e d g e  a n d  C o n t r o l  

All knowledge (world model, actions, goals, plans) is repre- 
sented in the form of agent 's beliefs in the SNePS semantic 
network formalism. This enables a single component to per- 
form reasoning about different kinds of knowledge. Having 
an ATMS as an integral part  of our system has facilitated 
several benefits. We have been able to exploit the idea of 
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maintaining assumptions underlying derived beliefs to design 
cleaner (and in our view correct) representations for situa- 
tional effects of actions as well as conditional plans. 

The deductive engine is designed for efficient retrieval of de- 
rived beliefs, i.e. beliefs once derived are stored as long 
as their support is still present, thus subsequent retrieval 
needn't repeat the deductive process. Of course this works 
correctly only in conjunction with the ATMS. 

Another major advance of our approach is the representation 
of actions and plans. All actions, preconditions, effects, and 
plans are represented in the same formalism. We do not 
require a different language and a representation to perform 
different tasks relating to these. 

Integrating inference and acting using the transformer for- 
malism facilitates traditional reasoning as well as planning 
representations. In addition, low level (stimulus-response) 
type of reactivity forms a natural part of the formalism. This 
in our opinion is another important criteria that contributes 
to the appeal of the idea of integrated acting and inference. 

8 O t h e r  A p p r o a c h e s  

HOMER [Vere and Bickmore 1990] integrates limited natu- 
ral language understanding and generation, temporal plan- 
ning and reasoning, plan execution, simulated symbolic per- 
ception, episodic memory, and some general world knowl- 
edge. The actions of HOMER are represented using state 
transition semantics which is a frame-like description of verbs 
augmented by a description of the effect of the action on the 
world state. Thus, the agent maintains a dual representation 
of executable actions--  a linguistic model; and a planner's 
model. Their approach is to amalgamate various task mod- 
ules in a single system. Our goals are similar. However, as 
discussed above, we are taking a unified approach to inte- 
grating various tasks. 

SOAR [Laird et al. 1987] is a general architecture for 
problem-solving and learning. Our approach is based on the 
premise of modeling a rational cognitive agent. Problem- 
solving and learning are two among other tasks such agents 
should be capable of performing. Our agent's problem- 
solving and learning capabilities are not as sophisticated as 
SOAR's. However, our approaches are quite different in that 
ours is based on a deductive system that can reason about 
beliefs (which represent facts, rules, acts, and plans). 
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