C. Project Description

3. Multi-tier Adaptation of Grid Technology

We suggest a multi-tiered approach with three of the tiers defined in this proposal. Tier 1, referred to a General User Tier, adapts the grid technology to the novices and the lay users of the grid. This is an introductory tier for anybody new to the grid computing including a CS-major who wants to get started. We envision this tier as equivalent to teaching a common person on the road about Internet and how to use it, abstracting all the technical details behind it. After completion of Tier 1 students may choose to proceed to Tier2 after completing the prerequisites. Tier 2 referred to as the Grid Services Developer Tier, deals with the internal architecture, protocols and design of the grid and is meant for the designers and developers of grid services and components. Tier 3 is an Industrial Training Tier and is meant for training industrial workforce in grid technology. It combines the salient features of Tiers 1 and 2 with customized exercises and special applications in the domain of interest to the workforce getting trained.  
3.1 General User Tier 

In this tier we envision using the basics of the grid technologies through participation and demonstration by students who are non-CS majors in the physical, biological, geological, and education disciplines. Specifically this application will take place in collaboration with Geneseo’s implementation of Internet2 [28] in December of 2002. UB (SUNY at Buffalo) is a research school and already has the Internet2 capability. The Internet2 implementation will enable us to demonstrate the full utilization of the grid technologies and how this can be applied to the different disciplines. In this proposal we will emphasize through laboratory exercises described below, the uses of distributed computing. Through the cooperation of Geneseo, UB, and NYSERNet (New York State Education & Research Network) [37] grid capabilities Geneseo students will be able to collaborate on projects. This collaboration will provide networked resources such as centralized databases and specialized equipment that students would not normally be exposed to. Applications such as IP (Internet Protocol) Video conferencing [37] and Network Applications [27] will help demonstrate the uses of the grid. For example the use of the High-Energy Physics grid [39] will allow a student majoring in Physics to learn how to obtain previously inaccessible research material they need for the projects. Other students majoring in meteorology can be exposed to the Weather Climate grid [34] to research climatic changes in different regions of the worlds. These are but a few examples of the capabilities students will find for the grid technology. This type of course will give students the opportunity to explore this area of distributed computing that would otherwise be inaccessible. 

(Note: Rest of section 3.1 is SUNY Geneseo’s .. 

Section 3.2 Corresponds to courses CSE486 and Section 3.3 to CSE487 at UB. )

3.2 Grid Services Developer Tier

We plan to adapt the GT3 (Globus Toolkit version 3.0) [17] through a series of six laboratory exercises in the course sequence CSE 486 (Large Scale Distributed Systems) and CSE487 (Information Structures) designed by Dr. Bina Ramamurthy.  We discuss here the current status of the course, the details of the six labs, the expected outcome and an outcome assessment plan. 
3.2.1 Current Status and Motivation to Use Grid Technology

First course in the sequence (CSE486) focuses on the fundamental distributed systems issues whereas the second course deals applied concepts in various application domains. More specifically, the course CSE 486 addresses the fundamental challenges in the design, implementation and deployment of large scale distributed systems including connection establishment, event handling, inter-process communication, storage management, static and dynamic component configuration, concurrency and synchronization. Possible solutions will be analyzed and expressed using objects, processes, services, components and frameworks at various levels of granularity. This course focuses on practical solutions using the latest server-side and middleware technology. This course was last taught in the Spring of 2002 with three ad-hoc laboratory exercises (labs) to illustrate the concepts. First lab involved Remote Method Invocation (RMI) [30], second lab, discovery and lookup using some course-brewed protocols, and the third lab dealt with some non-standard interoperability among Java 2 Enterprise Edition (J2EE)[29], RMI and Common Object Request Broker Architecture (CORBA)[29]. CSE 487 deals with the study and analysis of the architecture, design, and application program interface (API) and the typical applications of a select set of emerging technologies, and the specific needs of the applications in various domains. There is not a formal lab space or time available for the courses. The lab exercises assigned are currently implemented using general purpose computing facilities available in the department. Students are not at all motivated and do not take this piece-meal approach to middleware and distributed system technology seriously. We feel that grid technology with its rich functionality [11, 15, 45] and standardized protocols [13] and the potential it offers as an emerging technology for national and world-wide computational and data grid will provide the spark that is currently missing in the traditional approach to teaching distributed systems. Moreover, grid technology can provide a virtual lab facility similar to virtual organizations (VO) [24, 25]. The Globus Toolkit offers a comprehensive suite of protocols, components, services and applications that precisely match the needs of the two distributed systems course sequence. Moreover free downloads of Globus Toolkits for various platforms are available and are actively supported by community of scientists working in the area.

3.2.2 Lab Exercises

We assume that the courses are semester long with 14 weeks duration. We plan to cover the topics in the first course in six 2-weeklong individual labs in the first course (CSE486) and 3 large group labs in the second course (CSE487). The course format involves a lecture that meets 3 X 50 minutes every week and a formal lab session that meets once a week for 50 minutes. The concepts relevant to the lab and the lab description will be introduced and discussed during the lecture session and will be followed up during the lab session. Students will have open lab hours and help sessions where technical and debugging help for the project will be available. Table 2 displays the list of labs for the first course that focuses on the fundamental issues. The title of the labs, and the learning objective are shown in this table. Students are taught and shown demos on the topic during the regular lecture session. Each student takes a pre-test and a post-test that have both topic related and learning related questions. Students are expected to complete the lab within the time allocated for each lab exercise. Students will submit all the material online on or before the deadline for each lab.

	Exercise 
	Topic
	Learning Objective

	Lab1
	A distributed application using Globus3.0
	To understand and applying the grid protocol.

	Lab2 
	Connectivity protocol
	To understand the working of service registry, discovery and lookup protocols

	Lab3
	Resource protocol
	To understand resource description and resource reservation and discovery.

	Lab4
	Interoperability of protocols
	To understand how the various technologies such as CORBA, .net and grid interoperate.

	Lab5
	Webservices [50]
	To understand the alignment of the grid technology to Web Services Definition Language (WSDL) and service description using WSDL.

	Lab6
	Design and implement a grid-based service
	Design and implementation of a grid service to be tested by novice users who are CSCI 118 students from SUNY, Geneseo.


Table 2 Proposed Exercises for CSE486 Large Scale Distributed Systems Course 

The details of the labs in the first course are given in Table2. Lab1 deals with building a simple distributed client-server system using GT3. Students will use the GT3 installed for them in the lab or will download a copy for their home use thus contributing to the grid! Lab2 deals with the fundamental distributed systems issues of service registry, discovery and lookup and illustrated the concepts with Globus’ connectivity protocol [1, 8, 26]. The concept of considering a CPU, a parallel computer and a network with a specified Quality of Service (QoS) as a resource to reserve, allocate, reallocate and co-allocate and to manage a collection of resources [1,8,26] for solving a problem will be described and illustrated in Lab3. Dr. Bharat Jayaramans’s expertise is resource management [31,32] will be utilized here. Grid has to seamlessly coexist with other existing distributed system technologies such as Object Management Group’s Common Object Request Broker Architecture (CORBA) [38], Microsoft’s .net [35] and Sun Microsystems Remote Method Invocation (RMI) [30]. Lab4 will provide an exercise in interoperability and at the same time reinforce the concepts studied in Lab1 through Lab3. Open Grid Services Architecture (OGSA) brings together the grid technologies and the web services technology to form a framework based on grid services [14]. Lab5 provides a tutorial in (i) Web Services Definition Language (WSDL) [49] and (ii) grid service definition using WSDL.  In Lab6 students will implement a grid based application level service applying all the concepts studied in the previous lab and exhibiting their level of understanding of the concepts. This service will be tested by Geneseo’s CSCI 118 students. The performance in Lab6 will be a criterion for evaluating the success of the labs and thus the adaptation.

Projects in the second course CSE487 involve applying the grid technology to solve problems in specific application domains as shown in Table 3. We have chosen two specific areas of topical interest to the grid technologists. First lab deals with scientific application in bioinformatics. Dr. Bina Ramamurthy attended a NSF-sponsored workshop on bioinformatics curriculum [4] that gave her the background needed to design the Lab1. Current plan is to implement any one of the many gene-clustering algorithms [51]. Lab2 is based on the commercial domain. In this lab we plan to study something topical such as volatility in the stock market, and the models for it. Students will be provided existing models and the related algorithms. One of Dr. Bina Ramamurthy’s expertise is in designing fundamental services for distributed systems [7]. This experience will help her design Lab2. Lab3 will be designing and/or modifying a grid level service such as security and QoS. Students will have to come up with some original ideas in this lab. Progress and implementation assessment will be based on the first two labs and the overall success of the adaptation by the last lab.

	Exercise
	Topic
	Learning Objective 

	Lab1
	High performance Scientific Application in bioinformatics.
	Study requirements of scientific domain and implement. Ex: Gene clustering

	Lab2
	Commercial Application
	Study requirements of commercial domain and implement. Ex: 

	Lab3
	Defining a high level grid service
	Ex: Workflow service, security service, improvements to QoS


Table 3 Proposed Exercises for CSE487 Information Structures Course

3.3 Industrial Training Tier

Outwardly this tier appears to be discordant or out of place within the scope of academic curriculum. On closer examination this tier is an effective reuse of material developed in the Tier1 and Tier2. Major differences will be the deeper coverage, higher pace of progress and customized mode of delivery. One of the authors of this proposal conducts regular training sessions in object-oriented design and programming and similar topics to the local industry. She has also conducted a how-to of industrial training to educators [41] at national conference for educators. We feel that industrial training (say, a six week, 3 hours per week, lab included) focused on a specific topic is one of the best ways to retrain the existing workforce. These training courses also serve as a means to evaluate which of the concepts we teach in academics is practical and useful and which are not. Thus the industrial training will serve a dual purpose: (i) retraining the IT workforce to be ready for the compute grid, and (ii) field test the grid technologies for practicality and applicability in the current environment. We plan to actively include the industrial trainees in our project evaluation by not only using the traditional pre-test and post-test for the course but also by following up of their use of the technology. Computer Science and Engineering department has a very well administered short course program and is a member of an industrial consortium called the InfoTech Niagara Inc. This will help in publicizing the grid technology courses and in reaching out to the local industry.
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