Tutorial for GT3
Background:
The CSE-Linux Grid consists of basically 3 machines ‘cerf’, ‘mills’ and ‘vixie’. All these 3 machines have separate instances of Globus 3.0.2 installed on them. Your home directory is present on the machine ‘postel’ and is mapped onto all the 3 machines. Thus the home directory is accessible from and of all the machines.
Installation:

1. Copy the zip file basic.zip into a new directory named tutorial.
2. Unzip the file by typing unzip basic.zip
Configuration:

3. Go to your home directory and edit the .cshrc file. Add the following lines

setenv GLOBUS_LOCATION /usr/local/grid

setenv JAVA_HOME /usr/local/java

setenv CONDOR_CONFIG /usr/local/grid/condor/etc/condor_config

setenv ANT_HOME /usr/local/ant

setenv TUTORIAL_DIR /home/csgrad/<username>/tutorial

set path = ( $path ${ANT_HOME}/bin ${GLOBUS_LOCATION}/bin ${JAVA_HOME}/bin )

source $GLOBUS_LOCATION/etc/globus-user-env.csh

Save the .cshrc file and do 'source .cshrc' at the command prompt. Now your path variables are updated. 
4. You will also need a certificate to run various services


Run the following command


$GLOBUS_LOCATION/bin/grid-cert-request


You will see something like
A certificate request and private key is being created.

You will be asked to enter a PEM pass phrase.

This pass phrase is akin to your account password,

and is used to protect your key file.

If you forget your pass phrase, you will need to

obtain a new certificate.

Using configuration from /etc/grid-security/globus-user-ssl.conf

Generating a 1024 bit RSA private key

............................++++++

........................................++++++

writing new private key to '/home/cse486/<username>/globus/userkey.pem'

Enter PEM pass phrase:

Verifying password - Enter PEM pass phrase:

Enter your password. This will store your private key in your home .globus folder.

Once your certificate is signed, it will be placed in your home directory. The name will be <username>_usercert_signed.pem. You will the need to place it in your .globus directory and rename it to usercert.pem.

After you enter and confirm the password, you should see the following output:

A private key and a certificate request have been generated with the subject:

/O=Globus/OU=GT3 Tutorial/CN=2001123293

Your private key is stored in /home/cse486/<username>/.globus/userkey.pem

Your request is stored in /home/cse486/<username>/.globus/usercert_request.pem

Please e-mail the request to the Globus cse-consult@cse.buffalo.edu
You may use a command similar to the following:

  cat /home/cse486/<username>/globus/usercert_request.pem | mail cse-consult@cse.buffalo.edu
Type the following command
cat  ~/.globus/usercert_request.pem | mail cse-consult@cse.buffalo.edu
Verification:

To run the tutorial
5. When you log in you first run

Run the following command


grid-proxy-init

    You should see the following output:

Your identity: /O=Globus/OU=GT3 Tutorial/CN=<your_name>

Enter GRID pass phrase for this identity:

Enter the password which protects your user's private key. You should now see the following:

Creating proxy ......................................................... Done

Your proxy is valid until: Sun Feb 15 22:55:45 2004

You can take a look at some of the proxy certificate's contents by running the following command:

   grid-proxy-info

6. Change to the tutorial directory.

cd $TUTORIAL_DIR

7.  To build generate its GAR file :
In order for your Files to be deployed correctly, you should follow a particular directory structure. 

The following is a diagram that shows where the three main types of files (build, GWSDL, service, and client files) should be placed.
$TUTORIAL_DIR

  |

  |-- schema/   

  |    |

  |    |-- ${username}_progtutorial/         ----->  GWSDL files
  |

  |-- org/

       |

       |-- globus/

            |

            |-- ${username}_progtutorial/

                 |

                 |-- services/   ----->  Service implementation files
                 |

                 |-- clients/    ----->  Client implementation files
8. Now Run the script file changes.sh in this new directory by typing ./changes.sh 
This will change the names of certain directory’s and the contents of some files according to your username in order for multiple users to work on the grid.

The script change.sh ran through the files and made the required changes. 

Just for your reference it made the following changes in the following files:

In $TUTORIAL_DIR/build.xml

a.  Line 182: Replaced with  your username


to="${build.schema}${file.separator}<username>_progtutorial${file.separator}



${service.name}${file.separator}*"/>
b.  Line 189: Replaced with  your username

<copy todir="${build.schema}/<username>_progtutorial/${service.name}"
c.   Line 233: Replaced with  your username

<jar jarfile="${build.lib}/<username>_progtutorial_${service.name}-stub.jar" basedir="${build.dest}" >
In $TUTORIAL_DIR/org/globus/username_progtutorial/services/core/first/server-config.wsdd it replaced username with your username.
service name="progtutorial/core/first/username_MathService" provider="Handler" style="wrapped">

                <parameter name="name" value="MathService"/>

                <parameter name="baseClassName" value="org.globus.username_progtutorial.services.core.first.impl.MathImpl"/>

                <parameter name="className" value="org.globus.progtutorial.stubs.MathService.MathPortType"/>

                <parameter name="schemaPath" value="schema/username_progtutorial/MathService/Math_service.wsdl"/>
In $TUTORIAL_DIR/org/globus/username_progtutorial/services/core/first/impl/MathImpl.java
Which is the service description and in $TUTORIAL_DIR/org/globus/username_progtutorial/clients/MathService/Client.java

It changed the package name to match the directory
9.  To build our example and generate its GAR file run the following command
./build.sh org/globus/<username>_progtutorial/services/core/first/ schema/



 <username>_progtutorial/MathService/Math.gwsdl
 Make sure you run this from $TUTORIAL_DIR.
10.  Deploying your Gar file

There is a script running which automatically takes your gar files and deploys them. This is needed as you all do not have write privileges needed in order to deploy it yourself. Thus to deploy your gar, depending on the machine you are working on you will need to copy your gar file to 

Cerf: /home/csgrad/sjlobo/cerfgars

Mills: /home/csgrad/sjlobo/millsgars

Vixie: /home/csgrad/sjlobo/vixiegars

In a short time after this your service will be deployed. There is a log file in each of the above directory’s, which will log the details of your deployment and the time it was deployed. You should check this log file for any errors that may have occurred while deploying you’re file.

11.  The service will already be deployed. Now in order to start the Container we use ant

Make sure you change to your globus location
cd $GLOBUS_LOCATION

Then 

ant startContainer –Dservice.port=xxxxx
xxxxx – is any valid port number.

You will then see a list of services one of which will be 

http://128.205.42.66:xxxxx /ogsa/services/progtutorial/core/first/<username>_MathService
12.  Now the service has been deployed and the container has been started. All you need to do now is to compile and run the client.


Before running the compiler, make sure you run the following
      source $GLOBUS_LOCATION/setenv.csh

First change to the tutorial directory.


cd  $TUTORIAL_DIR

Then compile the java client by running 

      javac \

      -classpath ./build/classes/:$CLASSPATH \

      org/globus/<username>_progtutorial/clients/MathService/Client.java

If the service was compiled without errors, we can now run the client

       java \

       -classpath ./build/classes/:$CLASSPATH \

        org.globus.<username>_progtutorial.clients.MathService.Client \     

        http://128.205.42.66:xxxxx/ogsa/services/progtutorial/core/first/<username>_MathService \
        5   

If all goes well, you should see the following:

Added 5

Current value: 5

13.  In order to stop the Container (in $GLOBUS_LOCATION) run the command
ant stopContainer -Dservice.port=xxxxx

This will shutdown the container.
