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Abstract

We present a formal model of time and time perception. The model is used to endow a cognitive agent with a personal sense of time. A personal sense of time is based on a representation of the real-time present that allows the agent to distinguish it from the past and the future, and is continuously changing to reflect the progression of time. This is important for reasoning about, and acting in, dynamic domains and for interacting with other agents (humans, for example). An agent that interleaves reasoning and acting while maintaining a sense of the present faces what has been dubbed the problem of the fleeting now. A solution to the problem involves, not only endowing the agent with a sense of temporal progression, but also with a feel for how much time has passed. In this paper, we construct a theory of time that allows just that.

Clocks never have a moment’s rest; no sooner have they achieved the desired relationship to the current time than time slips out from under their fingers … (Smith, 1988, p. 9)

1 Introduction

Cognitive agents reason and act in the real world. In the real world, everything takes time, and for an agent to behave appropriately, it needs to reason about time. Most acting systems in artificial intelligence (AI) incorporate time and reasoning about it either implicitly or explicitly. However, in those systems, time happens to be yet another domain phenomenon that a cognitive agent occasionally needs to reason
about. In particular, as represented in those systems, time is totally decoupled from the agent's experience; the agent does not have any personal sense of the real time. Two questions now arise. What is a personal sense of time, and why is it important for cognitive agents? Basically, a personal sense of time is based on a representation of the real-time present that (i) allows the agent to distinguish it from the past and the future, and (ii) is continuously changing to reflect the progression of time. This is important for various reasons. First, an agent reasoning about a dynamic domain, one that changes as it is reasoning, needs to distinguish present facts from past ones. In addition, if the agent is itself acting in such an environment, distinguishing the present is crucial for it to identify those facts that are pertinent to its actions. Second, cognitive agents, in addition to acting, may also be interacting with other agents (humans, for example). Such interaction, whether in natural language or not, would only be effective and intelligible if the agent has a clear distinction between what is now the case, versus what used to be the case. There are at least two reasons why this distinction is important. First, if the agent expresses its beliefs in natural language, then a distinction between the present, the past, and the future is required for generating sentences with the correct tense. Second, and more important, present facts have a distinguished status for an acting agent. Suppose an agent believes that whenever the fire-alarm sounds it should leave the building. If we tell the agent that the alarm sounded yesterday, it merely needs to remember this fact, and maybe derive some inferences from it. However, if we tell it that the fire-alarm is now sounding, it also needs to act on this fact and leave the building.\(^1\) Thus, distinguishing the present is important for correct behavior, not just for intelligible interaction and sound reasoning.

Note that, since facts that are at some time present would eventually be past, the representation of time should be such that the mere flow of time does not require extensive revision of the agent's knowledge. More precisely, expressions in a knowledge base should not be manipulated just because time has passed. This is reasonable both for practical computational efficiency purposes, and since an experience as intimate and frequent as the movement of the present should be as transparent to the knowledge base as possible.

What is needed is a theory of subjective time, one that involves a representation of a moving "now". This should be done in such way that the movement of "now" leaves the knowledge base intact, without the need for any involved mental surgery in the agent's knowledge base. As it turns out, an agent that interleaves reasoning and acting while maintaining a sense of the present, represented by the relentlessly moving "now", faces what has been dubbed the problem of the fleeting now (Ismail and Shapiro, 2000b). The gist of the problem is that reasoning takes time. It emerges when the agent is reasoning about "now", when the very process

\(^1\)For the problems involved in making the agent act on present facts, see the discussion of the problem of the unmentionable now in (Ismail and Shapiro, 2000b).
of reasoning results in "now" moving, and thereby fleeting from the agent's mental grip. As shall be argued, a solution to the problem involves, not only endowing the agent with a sense of temporal progression, but also with a feel for how much time has passed. In this paper, we construct a theory of time that allows just that.

In Section 2 we review the relevant literature on subjective time. In Sections 3 and 4 we present the problem of the fleeting now, an analysis of where we believe the problem exactly lies, and an informal sketch of our solution to it. Section 5 reviews the two main psychological theories explaining how humans judge durations of time. Section 6 introduces the framework and assumptions underlying our theory of agents. The theory of subjective time and temporal progression is presented in detail in Section 7. Section 8 examines in detail how belief update interacts with the progression of time. In Section 9, we discuss how our agent can have a sense of how much time has passed, which leads to a solution to the problem of the fleeting now in Section 10. An application of the theory to research on the frame problem is outlined in Section 11. In Section 12, a number of theorems are proved to illustrate that the proposed theory allows the agent to have reasonable beliefs about the state of the environment, based on its perception of the environment, its knowledge of its own body, and its subjective sense of time. Finally, in Section 13, we present our conclusions and the implications of our investigation for temporal reasoning.

2 Subjective Time

There are two main views that a theory of time may adopt. These may be called the subjective and the objective views of time. Historically, the distinction was precisely formalized by (McTaggart, 1908) in his A series and B series. Basically, the A series is the series of positions in time "running from the far past to the near past to the present, and then from the present to the near future and the far future" (McTaggart, 1908, p. 458). The B series is the "series of positions which runs from earlier to later" (McTaggart, 1908, p. 458). From a cognitive perspective, the A series involves a deictic representation of time, relative to a cognitive being, hence the subjectivity. On that view, the agent is itself located in time (metaphorically, the agent is on the time line), and maintains a sense of the present time. The B series is a totally objective view of time, independent of the experience of any conscious mind. On that view, the agent exists out of time and merely reasons about a static configuration of events. (Lakoff and Johnson, 1999, Ch. 10) present evidence for two versions of the A series: one with a moving time and a stationary observer, whose location represents the present, and one with a stationary time and a moving observer. For example, compare "The deadline is approaching" to "We are approaching the deadline".

Most AI research on time takes the objective view. On that view, time is
yet another domain phenomenon that a reasoning system needs to reason about. Granted, the very introduction of time and change has important impacts on many syntactic, semantic, and ontological commitments. For example, the introduction of time raises questions about the reification of propositions (Shoham, 1987; Bacchus et al., 1991); the nature of temporal individuals (whether times are basic individuals, and if so, whether they are best represented as points, intervals, or both (McDermott, 1982; Allen, 1983; Allen, 1984; Shoham, 1985; Galton, 1990)); and the structure of time (whether it is dense, discrete, branching, etc. (McDermott, 1982; Pinto, 1994; Habel, 1994, for instance)). These issues have effects on the overall structure of a logic (see (Galton, 1995) for a more elaborate discussion). As outlined in Section 1, our research is concerned with endowing an agent with a sense of the present that would put it on the time line, providing it with a subjective view of time. Representing the present requires a logical account of the concept of “now”.

One of the most common methods of accounting for the semantics of indexicals (of which “now” is a special case) is that outlined by David Kaplan (Kaplan, 1979). In an intensional Montagovian setting, Kaplan argues for a two-step interpretation function. The character of an expression is a function from contexts (of utterances) to contents, which are the traditional intensions (i.e., functions from possible worlds to appropriate domain entities, truth values, or set-theoretical structures over the domain). A competent speaker of English would recognize that “now” is used (loosely speaking) to refer to the current time. This knowledge is actually knowledge of the character of “now”. The content of “now”, on the other hand, is a particular time that does not by itself convey any concept of the present. The semantics of “now” is even more involved. As pointed out by many authors (Prior, 1968; Kamp, 1971; Cresswell, 1990), “now” always refers to the time of utterance even when embedded within a nest of tense operators. This proves to be a very technically involved issue in the semantics of “now”. These features of “now” pose unique problems for any logical account of the present. The main concern is what a logic should represent: the character or the content of “now”. Of course, logics of objective time do not even need to consider such an issue; only contents are represented, since characters of demonstrative-free expressions are constant functions. On the other hand, systems that need to have a notion of the present have (at least) four choices.

First, either implicitly or explicitly, the present is directly represented in the logic. This is typical of classical Priorian tense logics (Prior, 1967; Rescher and Garson, 1968; Kamp, 1971). Classical tense logic is essentially a temporally-interpreted modal logic with two, rather than one, modal operators, together with their duals. If \( p \) is a proposition, \( \langle p \rangle \) means that “It has been the case that \( p \)” and \( \square p \) means that “It will be the case that \( p \)”. By itself, \( p \) refers to the current truth of \( p \). Thus, syntactically, the present is distinguished by having the proposition outside

\footnote{An exception would be the “now-point” of a narrative (Almeida, 1995; ter Meulen, 1997).}
the scope of any tense operators. Semantically, expressions (which may be embedded within tense operators) are interpreted with respect to a particular temporal index representing the present.\(^3\) Although these logics are capable of distinguishing among the past, the present, and the future, they do not represent the passage of time. In a sense, they endorse an implicit objective view of time where the present is a static pivotal point from which one views the temporal configuration of events. An agent reasoning in the world needs to maintain a notion of the present that continuously changes as events occur. Evidently, traditional tense logic, by itself, does not suffice for such an agent.

The second approach, usually adopted in reasoning about actions and plans, is to represent the present using an indexical **now** term. The use of indexical terms, in general, was studied in depth by (Lespérance and Levesque, 1995) with special attention to the case of **now** in (Lespérance and Levesque, 1994).\(^4\) The indexicality of such a term stems from its having a context-dependent interpretation, much in the same spirit of Kaplan’s semantics discussed above. However, unlike the English “now”, whose content depends on the context of utterance (or assertion), the semantics of the indexical **now** depends on the *evaluation* context. In the context of acting and planning, it is the time of executing a particular instance of a plan that includes occurrences of **now** in its specification. Such an approach facilitates certain kinds of reasoning that seem to require an explicit representation of indexical time (Lespérance and Levesque, 1994). Along the lines of (Lespérance and Levesque, 1994) (and using the same syntax), the following is a possible representation of a plan to get to other side of the street (probably for a rather despondent agent):

\[
\text{if}(\text{At}(\text{now}, \text{WalkLightOn}), \text{Cross}, \text{noOp})
\]

This roughly says that, if, at that the time of performing the action, the walk-light is on, then cross the street; otherwise do nothing. What should be noted is that **now** in the above form does not refer to the time of introducing the form into the knowledge base, or to any other fixed time for that matter. It is, in a sense, a place-holder for any time at which the plan is performed.\(^5\)

\(^3\)See (Kamp, 1971; van Benthem, 1983; Cresswell, 1990; van Benthem, 1995) for other approaches that use multiple temporal indices.

\(^4\)Other authors have also used the same or a similar approach (Schmiedel, 1990; Artale and Franconi, 1998; Dix et al., 2001).

\(^5\)On a first pass, it seems to us that the use of the indexical **now** is only *required* in certain descriptions of such future actions. In particular, it seems that *imperative*, rather than *declarative*, representation of plans are the ones that are inherently indexical (see (Huntley, 1984) for a linguistic perspective.) We have managed to rewrite all formulas in (Lespérance and Levesque, 1994) without mentioning **now**. In fact, the discussion of (Perry, 1979), who is a major proponent of indexical beliefs (and is cited by (Lespérance and Levesque, 1994; Lespérance and Levesque, 1995)), is mainly about beliefs required for explaining behavior (see (Millikan, 1990) for a critical examination of Perry's position). More examination of when exactly indexicals are required is needed.
However, as represented, and used, in (Lespérance and Levesque, 1994; Lespérance and Levesque, 1995), such a concept of the present is certainly not the same one represented by the English “now”. First, because its interpretation is not dependent on the time of assertion, there are uses of now that do not correspond to the real present. Second, temporal progression cannot be modeled by such an abstract characterization of the present. For example, it is intuitive to express the English It is now raining as, for example, At(now, RAINING). Since now is not interpreted at the time of the assertion, the expression At(now, RAINING) would essentially mean that it is always raining, since now always refers to the mere notion of the current time.

As for the first point, (Lespérance and Levesque, 1995, p.82) explicitly state that their now is not intended to represent the English “now”. As for the second point, they briefly discuss a solution which we will now consider in some detail. The obvious approach to modeling the passage of time within the theory of (Lespérance and Levesque, 1995) would be to appropriately edit the knowledge base every time “now” changes in order to preserve the truth of its sentences. Thus, At(now, RAINING) should be replaced by something more appropriate once “now” changes. One problem, of course, is that such updates might be computationally expensive. To get around the problem, (Lespérance and Levesque, 1995, p. 101) suggest that “if all occurrences of ‘now’ are replaced by a new constant and the fact that this new constant is equal to ‘now’ is added, then only this single assertion need be updated as time passes.” This indeed eliminates the problem of expensive belief update and provides a neat logical and computational account of “now”. However, from a cognitive perspective, we find the very idea of erasing sentences from an agent’s mind as time passes by far from natural. If such sentences represent beliefs that the agent once held, where do they go, and how come the agent would have no memory of them once time passes? Note that this cannot be explained away as a matter of forgetting, for forgetting is not that selective to always affect beliefs involving “now”, nor is it vigorous enough to take effect with every tick of the clock. The only way to explain this mysterious disappearance of beliefs is by arguing that they exist at a lower level of consciousness with respect to other beliefs. If this were the case, why are such beliefs part of the logical theory (which we take to be representing conscious beliefs of the agent)? Thus, we do not see a way of reconciling the notion of “now” as a term in the agent’s language of conscious thought with a cognitively plausible account of the passage of time. Note that we are not trying to refute Perry’s (or, for that matter, Lespérance and Levesque’s) arguments for indexicality (Perry, 1979). The theory presented in this paper incorporates indexical thought, but not indexical thoughts. That is, the reasoning process is indeed sensitive to indexicality, but the object language does not include any indexical terms.

The third approach to represent “now” is to do it indirectly, by means of a Now predicate, where the expression Now(i) means that the current time is repre-
sented by the term \( i \). This is exactly the method adopted in active logic, originally known as step logic (Elgot-Drapkin and Perlis, 1990; Perlis et al., 1991). Active logic is perhaps the only system that takes the issue of reasoning in time seriously. Temporal individuals are represented by integers, with the usual numerical order implicitly representing chronological order. Thus, active logic generally adopts a discrete model of time points, though, in (Nirkhe et al., 1997), a point-based representation of intervals is used for reasoning about durative actions and events. Active logic is intended to model an agent’s reasoning about its own reasoning processes in time. As such, it is not primarily interested in reasoning about time. Thus, one does not find any detailed analyses of different situation types.

In active logic, time moves with every inference step. This movement of time is represented both logically and meta-logically. Logically, this is achieved by a special inference rule that essentially replaces Now\( (i) \) by Now\( (i + 1) \). Meta-logically, assertions are associated with the step, \( i \), of inference at which they were asserted. By having special “inheritance” (inference) rules, assertions made at step \( i \) may be rederived at step \( i + 1 \), thereby allowing persistence of information. The system can reason about the present, since, at any step \( i \), Now\( (i) \) is asserted. In addition, beliefs about the past could be carried on to the present by yet another special rule of inference allowing the system to derive Know\( (\alpha, i) \) from \( \alpha \) being derived at step \( i \). Indeed, active logic proves very powerful in a number of applications (Nirkhe et al., 1997; Gurney et al., 1997).

However, the Now predicate, though well-suited for the kind of reasoning problems addressed within active logic, does not exactly reflect the behavior of the English “now”. This is apparent in the special rules that are tailored just to get the appropriate inferences concerning the current time. Most notably, Now\( (i) \) is a special case that the general inheritance rule cannot apply to, that is, Now\( (i) \) cannot be carried on to step \( i + 1 \). In addition, active logic would have to be supplemented with more special rules to correctly deal with occurrences of Now\( (i) \) within opaque contexts. Another problem with active logic is its use of integers to represent time. Apparently, the use of integers facilitates the expression of some crucial rules of inference (also the counting of reasoning steps (Nirkhe et al., 1997)) that depend on having a well-defined notion of the next moment of time, represented by the integer successor operator. However, such a representation forces a certain degree of rigidity on the kind of knowledge that may be entered into the system. For example, there is no way to assert at step \( i + m (m > 1) \) that a certain event \( e_2 \) occurred between events \( e_1 \) and \( e_3 \) that happened at times \( i \) and \( i + 1 \), respectively. In other words, once “now” moves, there is no way to go back and create arbitrary past temporal

\[ ^6 \text{No distinction is made between belief and knowledge, so } \text{Know}(\alpha, i) \text{ should actually be read as } \text{Believe}(\alpha, i). \text{ This is intended to mean that, at step } i, \text{ the system believed } \alpha. \text{ This is a piece of knowledge that should always be believed by the system, even if, at some later step, } \alpha \text{ is no longer believed. However, it is not clear how the system may believe that, at some past time, some state held.} \]
locations. This is definitely a big drawback if the system is to be used in general interactions, where assertions need not be only about the present.

The final approach for representing the present is that of (Almeida, 1987; Almeida, 1995) and (Shapiro, 1998). In this approach, only contents are represented in the logical language; the notion of “now” exists only in the meta-theory. This is achieved by having a meta-logical variable, NOW, that assumes values from amongst the time-denoting terms in the logic. Use of the NOW variable is restricted to the natural-language interface and the reasoning and acting system; it is always replaced by its value (the content) when interacting with the knowledge base. Since the logic is a standard demonstrative-free logic, this approach overcomes all the difficulties outlined above, and is the one we have adopted. On the other hand, it poses certain problems in cases where the general notion of the current time needs to be represented in the logic (Ismail and Shapiro, 2000b). In addition, as pointed out in Section 1, any system that models the fleeting now.

3 The Vagueness of “now”

Salesman: Good morning Madame, may I interest you in a fine . . . ?  
Woman (annoyed): Not now.  
Salesman: . . . Now?

What is funny about the above joke is probably the realization that the salesman’s reply, though obviously silly, is in some sense valid. The woman’s “not now” is primarily a show of disinterest but may also be taken to include an implicit invitation for the salesman to approach her later, at some different “now”. The salesman’s response is silly because our intuition is that it came at the same “now”. Nevertheless, there is also a sense in which the response is appropriate, for, strictly speaking, whenever time passes there is a new “now”.

What this all means is that we maintain different notions of “now” at the same time. Specifically, there is a set of time intervals, linearly-ordered by the sub-interval relation, representing the concept of “now” at different levels of granularity (Ismail and Shapiro, 2000b). What an occurrence of “now” refers to is some element of this set; which one in particular is determined by contextual and pragmatic factors. In the above joke, the salesman conveniently interprets “now” at a level of granularity that is finer than the one picked by the woman. He does that by, probably, choosing to ignore some salient pragmatic factors.

A similar problem raised by (Quine, 1960) may help drive the point home. Quine delves into a long discussion of radical translation: “translation of a language
of a hitherto untouched people" (Quine, 1960, p. 28). Quine discusses a certain
difficulty that a linguist encounters when an accompanying native informant points
in the direction of a rabbit and says: “Gavagai”. The difficulty is that the mere act of
pointing toward a rabbit does not necessarily mean that “Gavagai” is the translation
of “Rabbit”. For as far as the linguist can tell, the informant may be pointing, not to
the rabbit as a whole, but to a part thereof (Quine, 1960, pp. 51–54). The pointing
action is ambiguous as to which of a set of successively larger regions of space it is
supposed to cover. Similarly, an utterance of “now” points to the present time, and
is vague since there is always a nest of intervals containing the utterance event.

This vagueness of “now” has seldom been noted in the literature. Like us,
(Allen, 1983, pp. 840–841) argues for a hierarchy of intervals to represent the present.
However, his argument is primarily motivated by the desire to enhance the computa-
tional efficiency of a temporal reasoning system, rather than by genuine reasoning
problems. It might seem that even though “now” is vague, this vagueness does not
pose serious problems to language understanding. One reply is to witness the silly-
ness of the salesman’s response above, which stems from an inappropriate resolution
of the vagueness. However, we are not primarily concerned with linguistic problems
here. The main problem that we address is one that faces a reasoning and acting
agent that maintains a sense of the present time. This problem, dubbed the problem
of the fleeting now (Ismail and Shapiro, 2000b), is a direct result of ignoring the
vagueness of “now”.

4 The Fleeting Now

The time is \( t_1 \). Consider an agent that needs to know whether some state, \( s \), holds
now. To achieve its goal, the agent performs some sequence of actions, \( \sigma \). Performing
\( \sigma \) results in the agent observing that \( s \) indeed holds now. Naturally, \( \sigma \) takes time,
and the observation is made at some time, \( t_2 \), that is later than \( t_1 \). Thus, strictly
speaking, the agent observes that “\( s \) holds at \( t_2 \)”, whereas its original concern is
whether “\( s \) holds at \( t_1 \)”. The problem, of course, is that, for the temporally-fanatic
agent, the question is about one now (henceforth now\(_1\)) while the answer is about
another (now\(_2\)). Just as in the case of the salesman, the agent picks the wrong
level of granularity at which to interpret now\(_1\). What is needed is a level relative
to which now\(_1\) and now\(_2\) are indistinguishable (Hobbs, 1985). That is, now\(_1\) should
be interpreted as a coarser interval, \( t_3 \), which includes both \( t_1 \) and \( t_2 \). Thus, now\(_1\)
would be the same as now\(_2\).

Figure 1 depicts the situation, where \( t_\sigma \) is the time interval over which \( \sigma \) is
performed. As the figure shows, the only thing that we definitely know about \( t_3 \)
is that it is a super-interval of \( t_1 \), i.e., it is a possible interpretation of now\(_1\). For
\( t_3 \) to also be a super-interval of \( t_2 \), it must survive \( t_\sigma \). Since the nest of “now”’s is
potentially infinite, one can always find a now that is large enough to persist beyond \( t_\sigma \). However, there is another restriction on the possible candidates for now\(_1\). This is where knowledge about the state \( s \) comes into play. People have intuitions about the typical lengths of intervals over which various states persist. For example, walk-lights are on for about 15 to 30 seconds, meals are typically eaten in 15 to 30 minutes, conferences are held for several days, vacations last for a few weeks, and so on.\(^7\) However now\(_1\) is interpreted, it should be interpreted at a level of granularity that is neither too fine nor too coarse for \( s \). In metrical terms, \( t_3 \) should be neither too short, nor too long, for the typical duration of \( s \). If it is too short, the fleeting-now problem emerges. On the other hand, if it is too long, then observing \( s \) at \( t_2 \) cannot be used (at least defeasibly) to conclude that it holds throughout \( t_3 \).

The following spatial analogy may help fix the idea. Think of the nested intervals that are candidates for the interpretation of now\(_1\) as some sort of cognitive ropes with various lengths. These ropes are fixed from one end (the left end, assuming time flows from left to right) at \( t_1 \). They are also somehow elastic, so that they could be stretched, within a certain limit, beyond their minimum lengths. When asked whether \( s \) holds now\(_1\), the agent mentally picks one of these ropes. In particular, it picks one whose length is comparable (maybe within a half order of magnitude (Hobbs, 2000)) to the typical duration of \( s \). The agent then moves to the right, holding the loose end of the rope, until at some point, \( t_2 \), it sees that \( s \) holds. If the agent is still holding the rope, it may answer the question affirmatively. If, on the other hand, it has run out of rope along the way from \( t_1 \) to \( t_2 \), it would not be able to conclude whether \( s \) holds at now\(_1\). Thus, for the answer to be “yes”, the agent needs to be still holding the rope when it sees \( s \). In addition, it should have picked the right rope in the first place.

For example, suppose that at 12:15 p.m. sharp an agent is asked: “Is John having lunch now?”. To answer the question, the agent walks to John’s office, where it sees John busy munching something, with a sandwich in his hand. Assume that this

\(^7\)See (Hobbs, 2000) for an interesting discussion of the mathematical properties of typical measures.
perception event takes place at 12:17. Since now\textsubscript{1} is interpreted at a level of temporal granularity appropriate for “having lunch”, its approximate duration is certainly longer than the 2-minute span of t\textsubscript{2} (the time it took the agent to walk to John’s office). Thus, the agent may go back to the questioner and answer affirmatively. On the other hand, suppose that John is not in his office, but unbeknown to the questioner, is at home. The agent reasons that if it drives to John’s house, it will arrive there at a now that is different from now\textsubscript{1}, even when interpreted at the coarse lunch-granularity level (i.e., it will run out of rope). In this case, the agent has no way of answering the question, at least as long as it insists on adopting the driving-to-John’s plan.

The above intuitions may be easy to state. But how would one formalize them for cognitive robotics applications? How can we give an embodied agent, not only a sense of the passage of time, but also a feel of how much time has passed? The rest of the paper attempts to answer these questions.

5 Life without a Clock

How do clocks keep track of time? “A clock is basically an instrument for creating a periodic process and counting the periods” (Dowden, 1998).\textsuperscript{8} Thus, the amount of time elapsed is a function of the number of periods counted. In particular, since clock-periods have equal lengths, the amount of time elapsed is simply the number of counted periods multiplied by some constant period length. But agents do not always have access to clocks. For some people, forgetting to wear their watch before leaving to work in the morning may become a really disturbing experience. Throughout the day, they would have a feeling of loss and disorientation because of their inability to precisely keep track of time. Yet, despite these feelings, people do not totally lose their sense of time. They can still behave appropriately, estimate how much time it took to type a report, how long a meeting has lasted, and whether it is time to go home. How is this possible without a clock? Are there other means by which people perceive the passage of time? Certainly; the psychology literature provides various models of time perception (see (Friedman, 1990) for a general discussion). These are categorized into two major categories: biological models that hypothesize the existence of some internal clock or what is referred to as the pacemaker (see (Pastor and Artieda, 1996)), and cognitive models that assume its absence (see (Levin and Zakay, 1989)).

Computationally, a pacemaker is simply a process that generates equally-spaced ticks. (Ladkin, 1986) discusses a system that uses the workstation clock for representing the progression of time, where now is interpreted as the time indicated

\textsuperscript{8}Of course, this only applies to the familiar (analog or digital) clocks, not to hour-glasses, for example.
by the clock. Similar methods may also be adopted. It should be noted, however, that, in general, what is needed is some method to measure the amount of time elapsed; the exact relation between ticks of the pacemaker and successive values of now need not be a one-to-one correspondence. The ticks of the pacemaker are best thought of as providing, not absolute dates, but a feel of the temporal proportions carved out by different events.

However, pacemaker-theories do not explain most of our everyday experiences of time.\(^9\) If there is no internal clock, how else do we get a feel of the duration of what happens? Basically, we do it by knowledge of what else happens. For example, (Poynter, 1989) claims that the number of sensory and mental events filling a time interval is one major factor that provides the feel for its duration. He further argues that "whether an event turns out to be a useful marker of time passage depends on the length of time which is to be remembered" (Poynter, 1989, p. 312). For example, if one is interested in a duration on the scale of hours, then knowledge of events happening on the same scale is more helpful than knowledge of those happening on the scales of seconds or years. What this suggests is that it is not just the mere number of events filling an interval that matters, but that intuitions about typical durations of events provide rough metrics for measuring time.

The theory of time developed in the following sections is flexible enough to accommodate either of the above-presented views. In Section 9, we shall illustrate how our model may be used in conjunction with the cognitive theory of duration judgment. For technical reasons, however, we shall present a fuller, more elaborate discussion of a pacemaker-based theory. Nevertheless, it should be noted that this is a tactical, rather than a strategic, decision.

6 SNePS, Cassie, and Meinongian Semantics

Before delving into technical details, a brief discussion of the framework within which the analysis is pursued is due. Our theory of agents is based on the GLAIR agent architecture (Hexmoor et al., 1993; Hexmoor, 1995; Hexmoor and Shapiro, 1997). GLAIR is a layered architecture consisting of three levels:

1. The Knowledge Level (KL): The level at which conscious reasoning takes place. Our KL is implemented by the SNePS knowledge representation and reasoning and acting system (Shapiro and Rapaport, 1987; Shapiro and Rapaport, 1992; Shapiro and the SNePS Implementation Group, 1999).

2. The Perceptuo-Motor Level (PML): The level at which routines for carrying out primitive (or basic) acts are located. This is also the location for other

\(^9\)See (Friedman, 1990, ch. 2) for a lengthy discussion and references.
subconscious activities that allow for the agent’s consciousness of its body and surroundings.

3. **The Sensori-Actuator Level (SAL):** The level controlling the operation of sensors and actuators (being either hardware or simulated).

We use “Cassie” as the name of our GLAIR/SNePS-based agent. The KL corresponds to Cassie’s “mind”, and the SNePS knowledge base is to be interpreted as the contents of Cassie’s memory. It is important to stress that SNePS structures do not represent “the world” (although they can). That is, the representations are not based on theories of physics or even (objectivist) metaphysics. For example, ontological questions about the (un)reality of time (McTaggart, 1908) or the status of temporal individuals (Chisholm, 1990; Pianesi and Varzi, 1996, for instance) might be important insofar as they shed more light on the phenomena under investigation. Nevertheless, answers to those questions are not sought and should not be a factor to consider when making decisions regarding SNePS representations. SNePS structures represent the “mind” of a cognitive agent. That is, rather than representing the world, they represent conceptualizations of the world. In addition, not any conceptualization will do; after all, the theory of relativity (or any other theory of physics for that matter) is just one possible conceptualization. What we mean is the kind of naive conceptualization that forms the basis of our linguistic expressions; the understanding of the world that underlies the way we talk about it. In many cases such an understanding is in obvious contradiction with the laws of physics (Hayes, 1985; Talmy, 1988, for example). Evidently, we talk about times; they are part of our understanding of the world. Indeed, just arguing that, say, temporal individuals are not real is by itself an evidence for the reality of their mental representation. Therefore, our representations will include SNePS terms corresponding to temporal individuals.

Given this cognitive interpretation, what do SNePS terms denote? They simply denote mental entities, in particular, Meinongian objects of thought (Rapaport, 1978; Shapiro and Rapaport, 1987; Shapiro and Rapaport, 1991). Mental entities are intensional, that is, their “... identity conditions do depend on their manner of representation” (Shapiro and Rapaport, 1987, original emphasis). Accordingly, there is a one-to-one correspondence between the set of SNePS terms and the domain of interpretation: no two distinct terms denote the same mental entity and no two distinct mental entities are denoted by the same term.

There are various ways by which new knowledge may be added to Cassie’s mind:

1. **Direct Assertion:** Using either natural language (English) or various interfaces to SNePS (Shapiro and the SNePS Implementation Group, 1999), one may communicate information to Cassie.
2. **Inference:** Using inference, Cassie’s memory may be expanded by deriving new beliefs from old ones.

3. **Bodily-Feedback:** The PML may communicate information to the KL as a result of perception or proprioception.

This information or knowledge represents propositions that Cassie believes. Propositions are first-class entities in the SNePS ontology (Shapiro and Rapaport, 1987; Shapiro, 1993). Thus, SNePS-based languages do not include predicate symbols in the traditional sense—symbols denoting tuples of individuals. Rather, there are function symbols denoting functions whose range is the set of propositions. Similarly, logical connectives are interpreted as functions over the domain of propositions rather than that of truth-values (Shapiro, 1993).

Of particular interest to the current study are propositions about *current* states of Cassie and the environment. In what follows, we make the following reasonable assumption: If perception, proprioception, or direct assertion result in Cassie’s acquiring a new belief, then forward inference is initiated. Why is this assumption reasonable? An acting agent should always be alert, paying attention to its immediate surroundings and the states thereof in order to direct its actions and decide what to do next. Forward inference provides one way of modeling this state of high-alert; not only does Cassie accept what she is told or directly perceives, but she must also reason about it to see if there is more to the new information than its explicit content. In particular, she should determine whether the new information allows her to infer something about the *current* state. This is particularly important in the case of perception, since perceived states are usually very specific in character that they may, themselves, not be very helpful. In the example of John’s lunch from Section 4, we said: “the agent walks to John’s office, where it sees John busy munching something, with a sandwich in his hand.” What the agent sees is not “John having lunch”; rather, it perceives some other state from which, and given everything else that the agent believes, it *infers* that John is having lunch. It would be ridiculous if the agent does not make that inference immediately, particularly given that the state of John’s having lunch is something that it is interested in. Ultimately, however, we believe that full-fledged forward inference may not be needed. For example, although it is reasonable for Cassie, having acquired a new belief, to infer everything that she can about current states, it seems that inferring things about, for instance, the far past is not as motivated. In addition, forward inference should also be restricted to those propositions that seem pertinent to what the agent is currently doing or interested in. These are all issues that certainly need to be considered. Nevertheless, we defer their investigation to the future and uphold the assumption that acquiring new information *always* initiates forward inference.
7 The Cognitive Structure of Time

7.1 The Theory and the Meta-Theory

It is important from the outset to make a clear distinction between two formal theories that we shall be developing below. Let us call these “the theory” and “the meta-theory”. The theory is a logical theory representing the contents of Cassie’s mind. It is made up of well-formed expressions of a SNePS-based formal language with Meinongian semantics. The meta-theory, as the name indicates, is a theory about the “theory”. Whereas the theory represents the contents of Cassie’s mind, the meta-theory does not. It represents interesting structures of those contents, deep relations among those structures and how they evolve over time. In a sense it is the model theory of the logic. Two points may illustrate the distinction.

1. Cassie may believe that time is linearly ordered. That is, the “theory” may include a well-formed expression (representing a proposition that Cassie believes) to the effect that any two times are either contemporaneous or one of them precedes the other. Nevertheless, the structure of time in Cassie’s mind need not be linear. That is, meta-theoretically, not all pairs of time-denoting terms are related by the precedence relation. For instance, Cassie may have beliefs about two times, \( t_1 \) and \( t_2 \), without having any (need for a) belief about their order. This point is discussed in detail by (Kamp, 1979).

2. Cassie may hold a belief, represented by a proposition-denoting term in the theory, that time is dense. However, from a meta-theoretical stance, time cannot be dense, for this would imply an infinite number of terms in Cassie’s finite mind. That is, although Cassie may believe that time is dense, the structure of time-denoting terms in Cassie’s mind is not itself dense.

7.2 The Theory

The formal language that we shall be using to construct the “theory” is a sorted first-order language. All variables are universally-quantified unless otherwise noted.

Sorts. Using standard type-theoretical notation, the set of denotations of symbols of sort \( \Sigma \) is denoted \( D_\Sigma \). The language has four main sets of symbols (sorts).

1. \( \mathcal{T} \), where \( D_\mathcal{T} \) is a set of time intervals. We use \( t, t' \), and \( t_n \), where \( n \in \mathbb{N} \) is a natural number, as meta-variables ranging over members of \( \mathcal{T} \).
2. TEMP, where elements of \( D_{\text{TEMP}} \) are temporary states. These may be thought of as relational fluents of the situation calculus (McCarthy and Hayes, 1969)—states of affairs that may, or may not, hold at various times (see (Ismail and Shapiro, 2000b) for more details). Temporary states cover traditional stative situations (for example, the walk-light being green, or Cassie being empty-handed) in addition to dynamic processes (Cassie’s crossing the street, her moving to John’s office, her picking up a block, etc.). For arguments in favor of this broad interpretation of states, see (Galton, 1984; Galton, 1990). We use \( s, s' \), and \( s_n \) \( (n \in \mathbb{N}) \) as meta-variables ranging over members of TEMP.

3. \( \mathcal{P} \), where \( D_P \) is a set of propositions. A finite subset, \( \beta \), of \( D_P \) represents Cassie’s belief space—the set of propositions that she believes. We use \( p, p' \), and \( p_n \) \( (n \in \mathbb{N}) \) as meta-variables ranging over members of \( \mathcal{P} \).

4. \( Q \), where \( D_Q \) is a set of amounts. We use \( q, q' \), and \( q_n \) \( (n \in \mathbb{N}) \) as meta-variables ranging over elements of \( Q \).

**Constants.** There is a set of constants corresponding to each of the four sorts.

1. \( Tc, Tc', Tc_n \) \( (n \in \mathbb{N}) \), are constant symbols in \( T \).
2. \( Sc, Sc', Sc_n \) \( (n \in \mathbb{N}) \) are constant symbols in TEMP.
3. \( Pc, Pc', Pc_n \) \( (n \in \mathbb{N}) \) are constant symbols in \( \mathcal{P} \).
4. \( Qc, Qc', Qc_n \) \( (n \in \mathbb{N}) \) are constant symbols in \( Q \).

**Variables.** There is a set of variables corresponding to each of the four sorts.

1. \( Tv, Tv', Tv_n \) \( (n \in \mathbb{N}) \) are variables in \( T \).
2. \( Sv, Sv', Sv_n \) \( (n \in \mathbb{N}) \) are variables in TEMP.
3. \( Pv, Pv', Pv_n \) \( (n \in \mathbb{N}) \) are variables in \( \mathcal{P} \).
4. \( Qv, Qv', Qv_n \) \( (n \in \mathbb{N}) \) are variables in \( Q \).

**Function Symbols.** There is a set of function symbols denoting functions from the Cartesian product of combinations of \( T, \) TEMP, \( \mathcal{P} \), and \( Q \) to any of these sets. Of particular importance are the following groups of functions.

1. Functions on Propositions:
• \(\neg: \mathcal{P} \rightarrow \mathcal{P}\), where \([\neg p]\) is the proposition that it is not the case that \([p]\).\(^\text{10}\)

• \(\wedge: \mathcal{P} \times \mathcal{P} \rightarrow \mathcal{P}\), where \([p \wedge p']\) is the proposition that it is the case that both \([p]\) and \([p']\).

• \(\vee: \mathcal{P} \times \mathcal{P} \rightarrow \mathcal{P}\), where \([p \vee p']\) is the proposition that it is either the case that \([p]\), \([p']\), or both.

• \(\rightarrow: \mathcal{P} \times \mathcal{P} \rightarrow \mathcal{P}\), where \([p \rightarrow p']\) is the proposition that if it is the case that \([p]\), then it is the case that \([p']\).

• \(\leftrightarrow: \mathcal{P} \times \mathcal{P} \rightarrow \mathcal{P}\), where \([p \leftrightarrow p']\) is the proposition that it is the case that \([p]\) if and only if it is the case that \([p']\).

2. Temporal Functions:

• \(<: \mathcal{T} \times \mathcal{T} \rightarrow \mathcal{P}\), where \([t < t']\) is the proposition that \([t]\) precedes \([t']\).

• \(\sqsubseteq: \mathcal{T} \times \mathcal{T} \rightarrow \mathcal{P}\), where \([t \sqsubseteq t']\) is the proposition that \([t]\) is a subinterval of \([t']\).

• \(\sqsubset: \mathcal{T} \times \mathcal{T} \rightarrow \mathcal{P}\), where \([t \sqsubset t']\) is the proposition that \([t]\) is a proper subinterval of \([t']\).

3. Miscellaneous Functions:

• \(\text{Holds}: \text{TEMP} \times \mathcal{T} \rightarrow \mathcal{P}\), where \([\text{Holds}(s, t)]\) is the proposition that the temporary state \([s]\) holds throughout the interval \([t]\).

• \(\text{MHolds}: \text{TEMP} \times \mathcal{T} \rightarrow \mathcal{P}\), where \([\text{MHolds}(s, t)]\) is the proposition that the temporary state \([s]\) maximally holds throughout the interval \([t]\).

• \(\text{SDur}: \text{TEMP} \times \mathcal{Q} \rightarrow \mathcal{P}\), where \([\text{SDur}(s, q)]\) is the proposition that the typical duration of intervals over which \([s]\) maximally holds is \([q]\).

• \(\text{Dur}: \mathcal{T} \times \mathcal{Q} \rightarrow \mathcal{P}\), where \([\text{Dur}(t, q)]\) is the proposition that the duration of interval \([t]\) is \([q]\).

• \(<_{\mathcal{Q}}: \mathcal{Q} \times \mathcal{Q} \rightarrow \mathcal{P}\), where \([q <_{\mathcal{Q}} q']\) is the proposition that amount \([q]\) is less than amount \([q']\).

• \(\text{Equiv}: \Sigma \times \Sigma \rightarrow \mathcal{P}\), where \(\Sigma\) is any of the four sorts. \([\text{Equiv}(\tau, \tau')]\) is the proposition that \([\tau]\) and \([\tau']\) are coreferential, i.e., the two Meinongian objecta “pick out the same extension in some world” (Maida and Shapiro, 1982, p. 298).

Terms.

1. Constants and variables are terms of the appropriate sort.

\(^{10}\)For a term, \(\tau\), \([\tau]\) represents its denotation.
2. If \( f \) is a function symbol with domain \( A \) and range \( B \), and if \( x \) is a tuple in \( A \), then \( f(x) \) is a functional term in \( B \).

3. If \( x \) is a variable of sort \( \Sigma \), \( \tau \) is a term in \( \Sigma \), and \( p \) is a term in \( \mathcal{P} \) with one or more occurrences of \( \tau \) and no occurrences of \( x \), then \( \forall x[p(x/\tau)] \) and \( \exists x[p(x/\tau)] \) are terms in \( \mathcal{P} \).\(^{11}\) For all \( p \), \( \llbracket \forall x[p] \rrbracket \) is the proposition that, for all \( \tau' \in \Sigma \), it is the case that \( \llbracket p(\tau'/x) \rrbracket \). Similarly, \( \llbracket \exists x[p] \rrbracket \) is the proposition that, for some \( \tau' \in \Sigma \), it is the case that \( \llbracket p(\tau'/x) \rrbracket \).

**Rules of Inference.** We assume the existence of standard inference rules (for example, introduction and elimination rules for connectives and quantifiers). However, because of assumptions underlying our theory, a couple of points need to be made explicit. In standard first-order predicate calculus, the interpretation of a rule of inference is that if the premises are true, then so is the conclusion. In our theory, truth is replaced with belief by Cassie. That is, if Cassie believes the premises (i.e., if they are in \( \beta \)), then she may also believe the conclusion. As (Shapiro, 1993) pointed out, it is important to note that rules of inference should not be taken as saying that if the premises are in \( \beta \), then so is the conclusion. In particular, we do not assume \( \beta \) to be closed under deduction (Johnson and Shapiro, 2000b).

**Axioms.** Basically, axioms are propositions that we assume Cassie to believe, i.e., they form a subset of \( \beta \). The first two axioms formalize the distributional patterns of states over time. **AS1** asserts that states are *cumulative* and **AS2** states that they are *divisive*.\(^{12}\) Cumulativity means that, if a state holds over all proper subintervals of some interval, \( t \), then it also holds over \( t \). Divisitivy means that, if a state holds over an interval, then it holds over all of its subintervals. Together, the two axioms state that an interval over which a state holds is *homogeneous*; all of its parts look alike in some respect.

- **AS1.** \( \forall T \tau' [T \tau' \subseteq T \tau \Rightarrow \text{Holds}(Sv, T \tau')] \Rightarrow \text{Holds}(Sv, T \tau) \)
- **AS2.** \( \text{Holds}(Sv, T \tau) \Rightarrow \forall T \tau' [T \tau' \subseteq T \tau \Rightarrow \text{Holds}(Sv, T \tau')] \)

The following axiom makes explicit the semantics of MHolds.

- **AS3.** \( \text{MHolds}(Sv, T \tau) \Rightarrow [\text{Holds}(Sv, T \tau) \land \neg \exists T \tau' [\text{Holds}(Sv, T \tau') \land T \tau \subseteq T \tau']] \)

\(^{11}\)For any term \( \tau \) and any two terms \( \tau_1 \) and \( \tau_2 \) of the same sort, \( \tau \{ \tau_1/\tau_2 \} \) is the result of replacing all instances of \( \tau_2 \) in \( \tau \) by \( \tau_1 \).

\(^{12}\)Interestingly, no one terminology is used by all authors addressing these properties. Here we follow the terminology used in (Krifka, 1989).
The following group of axioms characterize various properties of temporal relations. We start with properties of $\prec$.

- **AT1.** $Tv \prec Tv' \Rightarrow \neg [Tv' \prec Tv]$
- **AT2.** $[Tv_1 \prec Tv_2 \land Tv_2 \prec Tv_3] \Rightarrow Tv_1 \prec Tv_3$
- **AT3.** $\text{Equiv}(Tv, Tv') \Rightarrow \neg [Tv \prec Tv']$

One may interpret the above axioms as saying that $\prec$ is a strict partial order. This is indeed the intuition. However, note that, technically, this is not correct, for $\prec$ is a function rather than a relation. To be precise, it is the set of pairs corresponding to the maximal subset of the domain of $\prec$ whose image is a subset of the deductive closure of $\beta$ that may be interpreted as a strict partial order. For convenience, however, we shall allow ourselves to be a little bit sloppy and overlook the distinction.

Similarly, the following axioms characterize $\sqsubseteq$ as a partial order.

- **AT4.** $[Tv \sqsubseteq Tv' \land Tv' \sqsubseteq Tv] \Rightarrow \text{Equiv}(Tv, Tv')$
- **AT5.** $[Tv_1 \sqsubseteq Tv_2 \land Tv_2 \sqsubseteq Tv_3] \Rightarrow Tv_1 \sqsubseteq Tv_3$
- **AT6.** $\text{Equiv}(Tv, Tv') \Rightarrow Tv \sqsubseteq Tv'$

The interaction between $\prec$ and $\sqsubseteq$ is illustrated by the following axioms. **AT7** and **AT8** state that inclusion preserves order,\textsuperscript{13} and **AT9** asserts that all intervals in $D_T$ are convex.

- **AT7.** $[Tv_1 \prec Tv_2 \land Tv_3 \sqsubseteq Tv_1] \Rightarrow Tv_3 \prec Tv_2$
- **AT8.** $[Tv_1 \prec Tv_2 \land Tv_3 \sqsubseteq Tv_2] \Rightarrow Tv_1 \prec Tv_3$
- **AT9.** $[Tv_2 \sqsubseteq Tv_1 \land Tv_3 \sqsubseteq Tv_1 \land Tv_2 \prec Tv_4 \land Tv_4 \prec Tv_3] \Rightarrow Tv_4 \sqsubseteq Tv_1$

A strict version of $\sqsubseteq$ is defined by the following axiom.

- **AT10** $Tv_1 \sqsubseteq Tv_2 \iff [Tv_1 \sqsubseteq Tv_2 \land \neg \text{Equiv}(Tv_1, Tv_2)]$

Although we shall not explicitly state theorems to the effect, we can prove that $\sqsubseteq$ is a strict partial-order. We also assume the existence of axioms defining $\text{Equiv}$ as an equivalence relation and $\prec$ as a strict linear order.

\textsuperscript{13}These are the “left monotonicity” and “right monotonicity” axioms of (van Benthem, 1983, p. 67), respectively.
Given the above set of axioms, we may prove the following simple but important results (see Appendix B for the proofs). \textbf{TT1} states that temporal part-hood and temporal precedence are contradictory. \textbf{TT2} states that if parts of an interval precede each other, then they are \textit{proper} parts of that intervals.

- \textbf{TT1}. \( T v_1 < T v_2 \Rightarrow \neg [T v_2 \subseteq T v_1] \land \neg [T v_1 \sqsubset T v_2] \)
- \textbf{TT2}. \( T v_2 \subseteq T v_1 \land T v_3 \subseteq T v_1 \land T v_2 < T v_3 \Rightarrow [T v_2 \sqsubset T v_1 \land T v_3 \sqsubset T v_1] \)

### 7.3 Temporal Frames

Having outlined the basic formal machinery, we now move on to investigate the meta-theoretical structures articulating the domain of time intervals. First, let us restrict the discussion to those intervals in Cassie’s “consciousness”.

\textbf{Definition 7.1} For any sort \( \Sigma \), define \( \Psi(\Sigma) \) as the largest subset of \( \mathcal{D}_\Sigma \) such that for every \( [\tau] \in \Psi(\Sigma) \), \( [\tau] \in \beta \) or there is a term \( \tau' \) such that \( [\tau'] \in \beta \) and \( \tau \) is a subterm of \( \tau' \).

Intuitively, \( \Psi(\Sigma) \) represents those entities in \( \mathcal{D}_\Sigma \) that Cassie conceives of.\(^{14}\) It should be noted that \( \Psi(\mathcal{P}) \) is not identical to \( \beta \), since Cassie may conceive of propositions she does not believe. For convenience, we shall henceforth drop the syntax-semantics distinction. Thus, we shall use “\( \tau \)" in place of “\([\tau]\)" and “\( \Sigma \)" in place of “\( \mathcal{D}_\Sigma \)". In addition, where \( p \in \mathcal{P} \), we shall often use “\( p \)" where what is intended is “\( [p] \in \beta \)". This should not be confusing given the one-to-one correspondence between terms and their denotations.

\textbf{Definition 7.2} An interval \( t \in \Psi(\mathcal{T}) \) is an \textbf{atomic interval} if there is no \( t' \in \Psi(\mathcal{T}) \) such that \( t' \sqsubset t \).\(^{15}\)

Note that an interval being atomic is not an intrinsic property of the interval itself, it is totally dependent on Cassie’s \textit{state of mind}. Cassie’s state of mind may be represented by the set,

\[ \Psi(\mathcal{T}) \cup \Psi(\mathcal{TEMP}) \cup \Psi(\mathcal{P}) \cup \Psi(\mathcal{Q}) \]

This set changes with time, since Cassie may acquire more knowledge as time passes by. Consider the following sentences.

\(^{14}\)See (Shapiro, 1991, p. 143) for a different presentation of the same notion.

\(^{15}\)Atomic intervals are, therefore, similar to the \textit{moments} of (Allen and Hayes, 1985).
(1) The vase fell on the floor.

(2) John tried to catch it.

Sentence (1) reports a punctual event. After hearing (1), Cassie would have certain beliefs about the time, \( t \), of that event. None of these beliefs, however, are about any subinterval of \( t \). In that state of mind, \( t \) is an atomic interval. Later, after hearing (2), this may change. Cassie would have a belief about a subinterval, \( t' \), of \( t \); the interval over which John tried catching the falling vase. Now Cassie is in a state of mind in which \( t \) is not atomic. Indeed, to be more precise, one should relativize all definitions to Cassie's state of mind. We choose, however, to be more liberal while stressing that all of our definitions should be interpreted in the context of a particular state of mind.

The relations \( < \) and \( \sqsubset \) articulate the set \( \Psi(T) \) giving rise to what we call temporal frames.

**Definition 7.3** A set \( \Phi \subseteq \Psi(T) \) is a temporal frame if there exists \( t \in \Psi(T) \) such that, for every \( t' \in \Phi \), \( t \sqsubset t' \) (is in \( \beta \)) or \( t' = t \).\(^{16}\)

The above definition may be interpreted as saying that a temporal frame is a set of intervals that share a common subinterval. It should be noted that, in the above definition, “\( t \sqsubset t' \) (is in \( \beta \)) or \( t' = t \)” is not equivalent to “\( t \sqsubseteq t' \) (is in \( \beta \))”, the latter is equivalent to “\( t \sqsubseteq t' \) (is in \( \beta \)) or \( \text{Equiv}(t', t) \) (is in \( \beta \))”.

The above definition is by itself not very interesting since it covers a lot of trivial cases. For instance, any singleton subset of \( \Psi(T) \) is a temporal frame. A more conservative notion is required.

**Definition 7.4** A temporal frame \( \Phi \) is maximal if there is no temporal frame \( \Phi' \) such that \( \Phi \subset \Phi' \).

It could be shown that, if \( \Phi \) is a maximal temporal frame (henceforth, MTF), then \( \langle \Phi, \lambda x \lambda y (\beta(t) \sqsupset x \sqsubset y \lor x = y) \rangle \) is a poset with a smallest element (which makes it a meet semilattice (Link, 1998)).\(^{17}\)

**Observation 7.1** If \( \Phi \) is an MTF, then the poset \( \langle \Phi, \lambda x \lambda y (\beta(t) \sqsupset x \sqsubset y \lor x = y) \rangle \) has a smallest element.

\(^{16}\)Note that ‘\( = \)’ is a meta-theoretical predicate representing term (or denotation) identity. This is not to be confused with the object language ‘Equiv’ which corresponds to coreference of denotations.

\(^{17}\)We are overloading ‘\( \lor \)’, using it as meta-theoretical disjunction.
Proof. To show that \( \langle \Phi, \lambda x \lambda y(\beta \vdash x \sqcap y \vee x = y) \rangle \) has a smallest element, we need to prove that there is some \( t \in \Psi(T) \) such that:

1. for every \( t' \in \Phi \), \( \langle t, t' \rangle \in \lambda x \lambda y(\beta \vdash x \sqcap y \vee x = y) \)
2. \( t \in \Phi \).

By Definition 7.3, there exists \( t \in \Psi(T) \) such that for every \( t' \in \Phi \) \( t \sqcap t' \in \beta \) or \( t' = t \), which proves (i). Now, suppose that such an interval, \( t \), is not in \( \Phi \). Then the set \( \Phi \cup \{t\} \) is a super-set of \( \Phi \). Since, by designation, \( t \) is a sub-interval of every element of \( \Phi \), then, by Definition 7.3, \( \Phi \cup \{t\} \) is itself a temporal frame. But, by Definition 7.4, this implies that \( \Phi \) is not maximal, which leads to a contradiction. Therefore, \( t \in \Phi \), which proves (ii). □

The smallest elements of MTFs have an interesting property: they are atomic.\(^{18}\)

**Proposition 7.1** If \( \Phi \) is an MTF, then a smallest element of \( \Phi \) is an atomic interval.

**Proof.** Let \( t \) be a smallest element of \( \Phi \). Assume that \( t \) is not atomic. By Definition 7.2, there is some \( t' \in \Psi(T) \) such that \( t' \sqsubset t \). Since, for all \( t'' \in \Phi \), \( t'' \neq t \) implies \( t \sqsubset t'' \), then, by the transitivity of \( \sqsubset \), \( t' \) is a proper sub-interval of all elements of \( \Phi \). Thus, by Definition 7.3, \( \Phi \cup \{t'\} \) is a temporal frame. If \( t' \notin \Phi \), then \( \Phi \subset \Phi \cup \{t'\} \) and, by Definition 7.4, \( \Phi \) is not an MTF, leading to a contradiction. On the other hand, if \( t' \in \Phi \), then \( t \) cannot be a smallest element of \( \Phi \), which also leads to a contradiction. Therefore, \( t \) must be atomic. □

Not only is a smallest element of an MTF atomic, but it is the only atomic interval therein.\(^{19}\)

**Theorem 7.1** For every MTF, \( \Phi \), there is one and only one atomic interval in \( \Phi \).

**Proof.** Let \( \Phi \) be an MTF. By Observation 7.1, \( \Phi \) contains a smallest interval, \( t \), which, by Proposition 7.1, is atomic. Now, we need to show that \( t \) is the only atomic interval in \( \Phi \). Since \( t \) is a smallest element of \( \langle \Phi, \lambda x \lambda y(\beta \vdash x \sqcap y \vee x = y) \rangle \), then, for every \( t' \in \Phi \), \( t' \neq t \) implies that \( t \sqsubset t' \in \beta \). Thus, by Definition 7.2, for every \( t' \in \Phi \), \( t' \neq t \) implies that \( t' \) is not atomic. Therefore, \( t \) is the only atomic interval in \( \Phi \). Since \( \Phi \) is arbitrary, then the result applies to all MTFs. □

\(^{18}\)In what follows, we shall be talking about “a smallest element of \( \Phi \)” (where \( \Phi \) is an MTF) referring to a smallest element of the poset \( \langle \Phi, \lambda x \lambda y(\beta \vdash x \sqcap y \vee x = y) \rangle \).

\(^{19}\)The notion of MTFs is related to that of filters (van Benthem, 1983, Ch. I.4). Informally, van Benthem’s definition of filters maps as follows onto our system. A subset \( F \) of \( \Psi(T) \) is a filter if (i) \( t \in F \) implies that all super-intervals of \( t \) are in \( F \) and (ii) \( t \) and \( t' \) are in \( F \) implies that their maximal common sub-interval (if one exists) is also in \( F \). Accordingly, an MTF is a filter, but not every filter is an MTF. In particular, a filter may include more than one atomic interval.
The following corollary directly follows.

**Corollary 7.1** Every MTF has a unique smallest element.

**Proof.** Follows directly from Observation 7.1, Proposition 7.1, and Theorem 7.1. \(\square\)

Given the above results, one can outline an algorithm for computing the MTFs of a set \(\Psi(T)\).

1. For every atomic interval \(t_i \in \Psi(T)\), let \(\Phi_i \leftarrow \{t_i\}\).

2. For every \(t \in (\Psi(T) - \bigcup_i \Phi_i)\)

3. For every \(\Phi_i\)

4. If \(t_i \sqsubseteq t\), let \(\Phi_i \leftarrow \Phi_i \cup \{t\}\).

The resulting \(\Phi_i\)'s are the MTFs of \(\Psi(T)\). Note that, for each \(\Phi_i\), \(t_i\) is its unique smallest element. The intuitive construction of MTFs represented by the above algorithm assumes the following result which, together with Theorem 7.1, point to a one-to-one correspondence between MTFs and atomic intervals.

**Theorem 7.2** For every atomic interval, \(t\), there is one and only one MTF to which \(t\) belongs.

**Proof.** Let \(t\) be an atomic interval. Consider the set consisting of all intervals, \(t'\), satisfying the property \(t \sqsubseteq t' \in \beta\) or \(t' = t\). By Definition 7.3, this set is a temporal frame, and is maximal since it includes all such \(t's\). Now, we need to show that \(t\) belongs to a unique MTF. Suppose that \(\Phi_1\) and \(\Phi_2\) are distinct MTFs to which \(t\) belongs. Then there is an interval, \(t'\), that belongs to \(\Phi_1\) and not \(\Phi_2\). Since \(t\) is atomic, then, by Theorem 7.1, it is the smallest element of both \(\Phi_1\) and \(\Phi_2\) and, therefore, \(t \sqsubseteq t'\). By Definition 7.3, the set \(\Phi_2 \cup t'\) is a temporal frame which, since \(t' \notin \Phi_2\), is a super-set of \(\Phi_2\). Thus, by Definition 7.4, \(\Phi_2\) is not maximal, leading to a contradiction. Therefore, \(t\) belongs to only one MTF. Since \(t\) is arbitrary, then the result applies to all atomic intervals. \(\square\)

Given Theorems 7.1 and 7.2, we shall use the notation \(\Phi(t)\) (where \(t\) is atomic) to refer to the unique MTF whose smallest element is \(t\). Going back to the above algorithm for the construction of MTFs, we can show that the union of the MTFs of a set \(\Psi(T)\) is identical to \(\Psi(T)\). More specifically, we can make the following observation.

**Observation 7.2** The collection of MTFs of \(\Psi(T)\) constitutes a minimal cover of \(\Psi(T)\).
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Proof. First, we show that the set of MTFs is a cover of $\Psi(\mathcal{T})$ and, then, we prove its minimality. Let $C$ be the collection of MTFs of $\Psi(\mathcal{T})$. To show that $C$ covers $\Psi(\mathcal{T})$, we only need to prove that, for every $t \in \Psi(\mathcal{T})$,

$$t \in \bigcup_{\Phi_i \in C} \Phi_i.$$  

Consider an arbitrary $t \in \Psi(\mathcal{T})$. If $t$ is atomic, then, by Theorem 7.2, $t \in \Phi(t)$. On the other hand, if $t$ is not atomic, then there must be some atomic interval, $t'$, such that $t' \sqsubseteq t$. But, by Definition 7.4, $t \in \Phi(t')$. Therefore, for every $t \in \Psi(\mathcal{T})$, there is some MTF, $\Phi$, such that $t \in \Phi$. Thus, for every $t \in \Psi(\mathcal{T})$,

$$t \in \bigcup_{\Phi_i \in C} \Phi_i,$$

which means that the collection of MTFs cover $\Psi(\mathcal{T})$. To prove that the covering is minimal, we need to show that for every $\Phi \in C$, there is some $t \in \Psi(\mathcal{T})$ such that

$$t \notin \bigcup_{\Phi_i \in C} \Phi_i \setminus \Phi.$$  

Let $\Phi$ be an arbitrary member of $C$. By Theorem 7.1, there is a unique atomic interval, $t$, such that $t \in \Phi$. By Theorem 7.2, $\Phi$ is the only MTF to which $t$ belongs. Therefore,

$$t \notin \bigcup_{\Phi_i \in C} \Phi_i \setminus \Phi.$$  

Since $\Phi$ is an arbitrary member of $C$, then $C$ minimally covers $\Psi(\mathcal{T})$. □

It should be noted that the collection of MTFs does not partition $\Psi(\mathcal{T})$. The reason is that a non-atomic interval, $t$, may span more than one MTF, i.e., MTFs are not disjoint.

MTFs are, in general, similar to the situations of the situation calculus (McCarthy and Hayes, 1969); they represent snapshots, not of the universe, but of Cassie's conceptualization of it. A general, not essentially maximal, temporal frame corresponds to the states of affairs of situation semantics (Barwise and Perry, 1983). Note, though, that whereas the latter is objective, the former is mental. As fluents may hold in situations, states hold in MTFs.

**Definition 7.5** For every $s \in \Psi(\text{TEMP})$ and temporal frame $\Phi$, $s$ holds in $\Phi$, if there is some $t \in \Phi$ such that $\text{Holds}(s, t)$.

Note, in particular, that if $s$ holds in an MTF, $\Phi(t)$, then (by AS2) Cassie may conclude that $\text{Holds}(s, t)$. In addition, if there is some $t'$ such that $\text{Holds}(s, t')$ and
there is some atomic interval, \( t \), such that \( t \sqsubseteq t' \), then \( s \) holds in \( \Phi(t) \) since otherwise \( \Phi(t) \) would not be maximal. Thus, an MTF with a smallest element, \( t \), corresponds to the set of all states that, Cassie believes or may conclude they, hold over \( t \). Figure 2 shows two MTFs with the states holding in them. The MTFs are represented by rectangles, and their contents by meta-variables. The smallest element of an MTF is shown near the center of the bottom side of the rectangle. States are represented by meta-variables, with lines connecting states and time intervals standing for the \text{Holds} relation.

A precise characterization of the difference between two MTFs may be given an epistemic interpretation.

**Definition 7.6** The epistemic distance between two MTFs, \( \Phi_1 \) and \( \Phi_2 \), denoted \( d_e(\Phi_1, \Phi_2) \), is the cardinality of their symmetric difference. That is, \( d_e(\Phi_1, \Phi_2) = |\Phi_1 \Delta \Phi_2| \).

For example, the epistemic distance between the two MTFs shown in Figure 2 is 4. Depending on their epistemic distance, two MTFs are more, or less, similar to each other as far as the states of affairs they correspond to are concerned. In fact, the set of MTFs together with \( d_e \) form a metric space.

**Observation 7.3** The function \( d_e \) defines a metric over the set of MTFs.

**Proof.** For \( d_e \) to be a metric, it must satisfy the following (where \( \Phi(t_1) \), \( \Phi(t_2) \), and \( \Phi(t_3) \) are MTFs):

(a) \( d_e(\Phi(t_1), \Phi(t_2)) \geq 0 \).
(b) \(d_e(\Phi(t_1), \Phi(t_2)) = 0\) if and only if \(\Phi(t_1) = \Phi(t_2)\).
(c) \(d_e(\Phi(t_1), \Phi(t_2)) = d_e(\Phi(t_2), \Phi(t_1))\).
(d) \(d_e(\Phi(t_1), \Phi(t_3)) \leq d_e(\Phi(t_1), \Phi(t_2)) + d_e(\Phi(t_2), \Phi(t_3))\).

The proof is straightforward and follows from the definition of \(d_e\). In particular, the cardinality of the symmetric difference is a metric over any class of finite sets. (a), (b), and (c) are obvious, and (d) follows from the fact that \(A \Delta B \subseteq (A \Delta C) \cup (C \Delta B)\), for any sets \(A, B,\) and \(C\).  

The above observation constrains epistemic distance to be non-negative. However, being a metric over MTFs imposes yet another constraint.

**Theorem 7.3** For any two distinct MTFs, \(\Phi(t_1)\) and \(\Phi(t_2)\), \(d_e(\Phi(t_1), \Phi(t_2)) \geq 2\).

**Proof.** Since \(\Phi(t_1)\) and \(\Phi(t_2)\) are distinct MTFs, then, by Theorem 7.2, \(t_1\) and \(t_2\) are distinct atomic intervals. By Theorem 7.1, an MTF may have one and only one atomic interval. It follows that, \(\{t_1, t_2\} \subseteq \Phi(t_1) \Delta \Phi(t_2)\). Therefore, \(d_e(\Phi(t_1), \Phi(t_2)) \geq 2\). 

As shown above, the relation \(\prec\) provides the internal structure of MTFs. The relation \(\subset\) provides the external structure.

**Definition 7.7** An MTF, \(\Phi(t_1)\), precedes another MTF, \(\Phi(t_2)\), (or \(\Phi(t_2)\) follows \(\Phi(t_1)\)) if and only if \(t_1 \prec t_2\).

Of course, since the precedence relation over MTFs is based on \(\prec\), it is a strict partial order. Although there may be a situation where Cassie does not have any beliefs about the relative order of various MTFs, some structure may still be retrieved. In particular, MTFs form clusters corresponding to their intersections.

**Definition 7.8** For every \(t \in \Psi(T)\), the span of \(t\) is the set \(\text{Span}(t) = \{\Phi; \Phi\text{ is an MTF and } t \in \Phi\}\). For any \(s \in \Psi(\text{TEMP})\) and any set, \(A\), of MTFs, \(s\) spans \(A\) if there is some \(t \in \Psi(T)\) such that \(\text{Holds}(s, t)\) and \(A \subseteq \text{Span}(t)\).

The MTFs in the span of an interval, \(t\), correspond to different pieces of \(t\). Since intervals are convex, those MTFs form clusters that, although not internally ordered, are certainly closer to each other than to MTFs not containing \(t\). Such clusters of MTFs form episodes in Cassie’s memory: a collection of related and temporally contiguous events (see (Rumelhart et al., 1972; Tulving, 1972)). Cassie may not know the exact order of intervals within an episode, but she may know that one episode is earlier or later than another if they correspond to the spans of some time intervals, \(t_1\) and \(t_2\), where \(t_1 \prec t_2\) (or vice versa). Note that this knowledge is essentially based on AT7 and AT8.
Algorithm `move_NOW`

1. Pick some $t \in \mathcal{T}$, such that $t \not\in \Psi(\mathcal{T})$.
2. $\beta \leftarrow \beta \cup \{\text{*NOW} \prec t\}$.
3. NOW $\leftarrow t$.

Figure 3: The algorithm `move_NOW`.

7.4 The Passage of Time

A particularly interesting subset of MTFs forms a linearly-ordered chain corresponding to the experienced progression of time. Cassie’s sense of temporal progression is modeled by a deictic metavariable, NOW, that assumes values from amongst the members of $\mathcal{T}$ (Almeida and Shapiro, 1983; Almeida, 1995; Shapiro, 1998; Ismail and Shapiro, 2000b). At any time, NOW points to a particular member of $\Psi(\mathcal{T})$. This represents Cassie’s sense of the current time at the finest level of granularity (see Section 3).

The movement of time is represented by NOW’s moving (changing its value) to a different term in $\Psi(\mathcal{T})$. Depending on what NOW exactly represents, there may, or may not, be restrictions on its movement. For example, if NOW represents a narrative now-point (Almeida and Shapiro, 1983; Almeida, 1995; ter Meulen, 1997), then there may be no restrictions at all on the values it assumes; NOW may freely hop around in $\Psi(\mathcal{T})$. This is because narration may go back and forth in time and may be about temporally unrelated episodes. On the other hand, if NOW represents the real present for an acting agent, which is how we are using it, then there certainly are restrictions on its movement. First, whenever it moves, NOW moves to a new term. That is, a change in the value of NOW is always associated with a change in $\Psi(\mathcal{T})$, since at least the new present enters into Cassie’s consciousness. Second, values of NOW form a chain of times linearly-ordered by $\prec$.

For any $\Psi(\mathcal{T})$, NOW is always pointing to the greatest element of the chain (the newest present). The movement of time is thus modeled by the algorithm `move_NOW` shown in Figure 3. *NOW denotes the term pointed to by NOW (i.e., “*” is a dereferencing operator). Note that although a change in NOW (step 3) is always associated with a change in Cassie’s state of mind (step 2), the converse is not necessarily true. It all depends on what causes NOW to move. In the current status of our theory, NOW moves whenever Cassie becomes aware of a change in the environment. The “environment” here does not include Cassie’s own state of mind. Thus, Cassie’s noticing that the walk-light turns from red to green, her starting to move, or her sensing that her battery is low (for a battery-operated Cassie) results in NOW moving. However, mere inferences

\[\text{Thus, the presented model is silent about the issue of forgetting.}\]
Algorithm initialize\_NOW

1. Pick some $t \in \mathcal{T}$, such that $t \not\in \Psi(\mathcal{T})$.
2. NOW $\leftarrow t$.

Figure 4: The algorithm initialize\_NOW.

that do not involve any interaction with the environment (for example, inferring she can cross the street having perceived that the walk-light is green), and that change Cassie’s state of mind, do not move NOW. Thus, the actual movement of NOW (i.e., the implementation of move\_NOW) is taken care of at the PML. Generally, however, NOW may move with every inference step providing Cassie with a fine-grained sense of temporal progression.\footnote{This is the idea behind \textit{Active Logic} (Elgot-Drapkin and Perlis, 1990; Perlis et al., 1991). See Section 2 for an overview of that system.}

Algorithm move\_NOW takes care of \textit{changing} the value of NOW; we still need to account for \textit{initializing} it. This is illustrated in Figure 4. Note that algorithm initialize\_NOW is identical to algorithm move\_NOW without the second step which requires a previous value of NOW. We make the following reasonable assumptions about the temporal career of the variable NOW.

1. Algorithms move\_NOW and initialize\_NOW are the only places where NOW is set. The first time NOW is set is by step 2 of initialize\_NOW. Subsequent changes to NOW are the result of step 3 of move\_NOW.
2. At any time there is at most one execution of algorithm move\_NOW going on.

Together, the above two assumptions mean that the value of NOW changes sequentially with time. For ease of notation, we shall use numerical subscripts to refer to the successive values of NOW. Thus, *NOW$_i$ is the value of NOW at a time earlier than the time at which *NOW$_j$ is the value of NOW if and only if $i$ is less than $j$. Thus, *NOW$_1$ is the first value of NOW, *NOW$_2$ is the second, and so on. If $i$ is the largest subscript, then both *NOW and *NOW$_i$ refer to the latest value of NOW. Algorithm move\_NOW guarantees that this real-time ordering of the values of NOW corresponds to a $\preceq$-chain of those values.

\textbf{Theorem 7.4} For all $i \in \mathbb{N}$, $\beta \vdash \ast \text{NOW}_i \preceq \ast \text{NOW}_{i+1}$.

\textbf{Proof.} Let $i \in \mathbb{N}$. According to the above-stated assumptions, the value of NOW can change from *NOW$_i$ to *NOW$_{i+1}$ only by executing algorithm move\_NOW. At the time of executing the algorithm, *NOW$_i$ is the latest value of NOW, and is, therefore,
identical to $^\ast$NOW. Step 1 introduces a new interval $t$. By step 2, $^\ast$NOW $\prec t \in \beta$. By step 3, $t$ becomes the $i + 1^{st}$ value of NOW, and is, thus, identical to $^\ast$NOW$_{i+1}$. Therefore, $\beta \vdash ^\ast$NOW$_i \prec ^\ast$NOW$_{i+1}$. Since $i$ is arbitrary, then the result applies to all $i \in \mathbb{N}$. □

7.5 Types of Intervals

The introduction of NOW induces a partitioning of the set of time intervals. In particular, we need to distinguish between those intervals that are introduced by step (1) of move\_NOW (or initialize\_NOW), and those introduced by assertions about states holding.

**Definition 7.9** An interval, $t \in \Psi(T)$, is a situation interval if there is some $s \in \Psi(\text{Temp})$ such that M Holds($s, t$) and, in that case, $t$ is a situation interval associated with $s$. An interval that is not a situation interval is a reference interval.

A situation interval is a maximal stretch of time over which Cassie believes that some state holds. It is similar to what are referred to as temporal traces in the literature (Kriska, 1989; Link, 1998, for instance). For example, if the state associated with situation interval $t$ is that of the walk-light being green, then, for Cassie to linguistically express $t$, she would use (variations of) the noun phrase “the time of the walk-light being green”.\(^{22}\) Situation intervals are, thus, ontologically-dependent on states (Chisholm, 1990; Pianesi and Varzi, 1996).\(^{23}\)

The role of situation intervals in the theory is very crucial; they are used in such a way to model the persistence of states as NOW moves. To assert that a state, $s$, holds in the present, two propositions are involved:

1. M Holds($s, t$), where $t$ is a newly-introduced interval, and
2. $^\ast$NOW $\sqsubseteq t$.

As NOW moves, $s$'s persistence is modeled by including each new value of NOW as a sub-interval of $t$. Of course, this requires that $t$ be associated only with the state $s$. This is captured by the following axiom.

\(^{22}\)Cassie's use of "the time" or "a time" in expressing $t$ depends on whether there is more than one event of $s$ holding.

\(^{23}\)For the sake of completeness and precision, a note should be made here. In order not to complicate the discussion and introduce notions that are beyond the scope of this paper, we are only considering states and not events. In a more complete presentation of our theory, events play an important role, and situation intervals are associated, not only with states holding, but also with events occurring.
Figure 5: An impossible situation: $s$ maximally holds over the overlapping intervals $t_1$ and $t_2$.

**Axiom 7.1** For every every $s \in \Psi(\text{TEMP})$ and $i \in \mathbb{N}$, if $\beta \vdash \text{Holds}(s, ^*\text{NOW}_i)$, then there exists a unique situation interval, $t \in \Psi(T)$, such that

1. $\beta \vdash \text{MHold}(s, t)$ and $\beta \vdash ^*\text{NOW}_i \sqsubseteq t$, and
2. for every $s' \in \Psi(\text{TEMP})$, if $\beta \vdash \text{MHold}(s', t)$, then $s' = s$.

The uniqueness of the situation interval required by the axiom may actually be proved. However, to do that, we will need to introduce more notions that would complicate the exposition and that are only needed for the proof. Therefore, we only sketch an informal proof here. Suppose that there are two distinct intervals, $t_1$ and $t_2$, such that they both satisfy (1) in Axiom 7.1. Thus, $t_1$ and $t_2$ overlap, their common sub-interval being $^*\text{NOW}_i$. Without loss of generality, assume that $t_1$ starts before $t_2$. The situation is shown in Figure 5. Now, consider the interval $t_3$, the sum of $t_1$ and $t_2$. By the cumulativity of states, $s$ holds over $t_3$. But since both $t_1$ and $t_2$ are proper sub-intervals of $t_3$, then axiom AS3 is violated. That is, $s$ does not hold maximally over $t_1$ or $t_2$.

Reference intervals, on the other hand, are not associated with particular states; they designate temporal perspectives from which Cassie views a situation. In particular, reference intervals are used to represent different granularities of the present. Among the collection of reference intervals, an important sub-collection is the collection of NOW-intervals, that made up of those intervals that were once the value of NOW. NOW-intervals are intervals representing the present at the finest level of granularity.

**Axiom 7.2** For all NOW-intervals, $t$, the following holds:

1. $t$ is a reference interval.
2. There is no reference interval, $t' \in \Psi(T)$, such that $t' \sqsubseteq t$. 
Requiring NOW-intervals to be reference intervals excludes them from being maximal intervals over which a state is asserted to hold. That is, a proposition of the form \( \text{MHolds}(s, \text{*NOW}_i) \), though syntactically and semantically valid, is pragmatically not possible. This reflects our discussion above that a super-interval of \( \text{*NOW} \) is introduced whenever a state is asserted to be holding in the present.

The reference interval pointed to by NOW (i.e., \( \text{*NOW} \)) is expressible by the English “now”. A reference interval may also be given a value, “3:45 p.m.” for instance. Otherwise, Cassie cannot linguistically-express reference intervals, they only determine the tense and aspect of sentences produced by Cassie (Almeida, 1995). Reference intervals are similar (but not identical) to the reference times of (Reichenbach, 1947), and are not to be confused with the reference intervals of (Allen, 1983).

### 7.6 The Chain of Experience

The following axiom states a principle that follows from our informal assumption that NOW moves whenever there is a change.

**Axiom 7.3** (The First Principle of Change) *NOW is always atomic.*

Informally, suppose that \( \text{*NOW} \) is not atomic, then there is some \( t \) such that \( t \sqsubseteq \text{*NOW} \). By Axiom 7.2, \( t \) cannot be a reference interval. Therefore, \( t \) is a situation interval. By Definition 7.9, there is a state \( s \) that maximally holds over \( t \). But if \( s \) maximally holds within \( \text{*NOW}_i \), then Cassie became aware of changes (starting and/or ceasing to hold) without NOW moving. Since NOW moves whenever Cassie is aware of a change, then \( \text{*NOW} \) must be atomic. Note that, *theoretically*, a general NOW-interval need not be atomic. For example, Cassie may be told that some state held within \( \text{*NOW}_i \), where \( \text{*NOW}_i \prec \text{*NOW} \). Thus, NOW-intervals are atomic so long as they are present (i.e., pointed to by NOW), as they become past, they may no longer be atomic. Nevertheless, note that except for \( \text{*NOW} \), which is expressible by “now”, one cannot refer to NOW-intervals in natural language. That is, once they become past, we cannot tell Cassie anything about them. Thus, we shall assume as a working hypothesis that all NOW-intervals are atomic.\(^{24}\)

This way, we can talk about NOW-MTFs. An MTF, \( \Phi(\text{*NOW}_i) \), is said to be the \( i \)th NOW-MTF. \( \Phi(\text{*NOW}) \) will be referred to as the current MTF. Corresponding to the chain of NOW-intervals, NOW-MTF’s form a chain ordered by the “precedes” relation, with the current MTF being the last element in the chain.

The chain of NOW-MTFs is not only distinguished for being linearly-ordered; there is a genuine difference between NOW-MTFs and other MTFs in Cassie’s mind.

\(^{24}\)Even if a NOW-interval is given a value, such as “3:45”, we assume that these values are, linguistically, moments of time within which it is not reasonable to assert that something happened.
NOW-MTFs comprise direct, first-person, experiences by Cassie. At least some of the states that hold in a NOW-MTF have been directly perceived by Cassie. Cassie’s knowledge of states holding in other MTFs is either the result of inference or direct assertion, but never bodily feedback which may only take place in the present, within some NOW-MTF. As shall be shown later, it is because of this distinction that Cassie may have a feel of the duration of a NOW-MTF (or the smallest element thereof), but only knowledge of the duration of a non-NOW-MTF.

NOW moves when, and only when, Cassie becomes aware of a change. There are two comments to make about this assertion. First, not any change moves NOW. For example, if Cassie infers that the walk-light changed from red to green yesterday, NOW shouldn’t move. NOW moves when, and only when, some state holding in the current MTF ceases to hold, or some state not holding in the current MTF starts to hold. Note that, in such cases, NOW must move to reflect the state’s holding, or not holding, being past. Second, the “when” part is sanctioned by the First Principle of Change (Axiom 7.3). The “only when” part is validated by another principle regarding the epistemic distances among NOW-MTFs. First, a definition.

**Definition 7.10** Two NOW-MTFs, \( \Phi(\text{NOW}_i) \) and \( \Phi(\text{NOW}_j) \), are epistemically equivalent if \( d_c(\Phi(\text{NOW}_i), \Phi(\text{NOW}_j)) \leq 2 \).

What does the epistemic equivalence of \( \Phi(\text{NOW}_i) \) and \( \Phi(\text{NOW}_j) \) imply? It implies that, if distinct, \( \Phi(\text{NOW}_i) \) and \( \Phi(\text{NOW}_j) \) differ only in their smallest elements, their location in time if you will.

**Proposition 7.2** If \( \Phi(\text{NOW}_i) \) and \( \Phi(\text{NOW}_j) \) are distinct, epistemically-equivalent NOW-MTFs, then \( \Phi(\text{NOW}_i) \triangle \Phi(\text{NOW}_j) = \{\text{NOW}_i, \text{NOW}_j\} \).

**Proof.** Since \( \Phi(\text{NOW}_i) \) and \( \Phi(\text{NOW}_j) \) are distinct, then, by Theorem 7.2,

\[
\{\text{NOW}_i, \text{NOW}_j\} \subseteq \Phi(\text{NOW}_i) \triangle \Phi(\text{NOW}_j).
\]

But since \( \Phi(\text{NOW}_i) \) and \( \Phi(\text{NOW}_j) \) are epistemically-equivalent, then, by Definition 7.6, \( |\Phi(\text{NOW}_i) \triangle \Phi(\text{NOW}_j)| \leq 2 \). Thus, by Theorem 7.3,

\[
|\Phi(\text{NOW}_i) \triangle \Phi(\text{NOW}_j)| = 2.
\]

Therefore, \( \Phi(\text{NOW}_i) \triangle \Phi(\text{NOW}_j) = \{\text{NOW}_i, \text{NOW}_j\} \).

Other than their smallest elements, two epistemically-equivalent NOW-MTFs share all their intervals. Most importantly, they share all their situation intervals, and thus the states that hold in \( \Phi(\text{NOW}_i) \) are exactly those that hold in \( \Phi(\text{NOW}_j) \). There are two points to note.
Figure 6: Two NOW-MTFs sharing the same set of states but not epistemically equivalent.

1. Epistemic equivalence (formally, $\land x \lambda y (d_e(x, y) \leq 2)$) is an equivalence relation. Symmetry stems from the commutativity of $d_e$ (property (c) of $d_e$ in the proof of Observation 7.3). Transitivity is based on noting that $\Phi(\text{NOW}_i) \setminus \{\text{NOW}_i\} = \Phi(\text{NOW}_j) \setminus \{\text{NOW}_j\}$, which follows from Proposition 7.2. Reflexivity follows from symmetry and transitivity, or could be independently established using property (b) of $d_e$.

2. As pointed out above, if $\Phi(\text{NOW}_i)$ and $\Phi(\text{NOW}_j)$ are epistemically equivalent, then the same collection of states hold in both. The converse is not true, however. That is, two NOW-MTFs may correspond to the same collection of states, yet fail to be epistemically equivalent. The reason is that the above definition is based on MTFs, mere collections of intervals, not states corresponding to MTFs. Thus, what matters is not whether the two MTFs share the same states, but rather, whether they share the same events of the same states holding. Figure 6 depicts two NOW-MTFs with the same states holding in them, yet with an epistemic distance of 6.

To ensure that NOW moves only when there is some change, we adopt the following principle.

Axiom 7.4 (The Second Principle of Change) For every $i \in N$, $\Phi(\text{NOW}_i)$ and $\Phi(\text{NOW}_{i+1})$ are not epistemically equivalent.

Thus, the structure of Cassie’s memory is concise (Williams, 1986): Cassie’s mind is not populated with chains of NOW-MTFs that only differ in their smallest ele-
ments. If a situation interval is in $\Phi(*\text{NOW}_i) \setminus \Phi(*\text{NOW}_{i+1})$, then a state holding in $\Phi(*\text{NOW}_i)$ has ceased to hold; if it is in $\Phi(*\text{NOW}_{i+1}) \setminus \Phi(*\text{NOW}_i)$, then a state not holding in $\Phi(*\text{NOW}_i)$ has started to hold.

Theoretically, two consecutive NOW-MTFs may be disjoint. Nevertheless, except for the perceptually-crudest of agents, this seems very unlikely. First, this is certainly not the case for humans; our deep sense of the continuity (or density) of time would probably vanish if it wasn’t for the strong overlap between consecutive NOW-MTFs. If many changes appear to us to happen simultaneously, we would probably not be able to make any sense of the world. Second, as pointed out by many authors (McDermott, 1982; Shoham and McDermott, 1988; Morgenstern, 1996; Shanahan, 1997, to mention a few), most states are persistent, and change is generally an exception. Thus, typically, a state would span more than one MTF. However, this does not rule out cases in which two consecutive NOW-MTFs may have no states in common. For example, consider an incarnation of Cassie where her only task is to monitor the state of some gauges. The readings of gauges are prone to very rapid change, and Cassie only samples those readings, say, every five seconds. Naturally, the reading of any gauge would change from one sample to the next. In such a situation, every sample corresponds to a different NOW-MTF, and one may expect consecutive samples to be totally different from one another.

The above principle notwithstanding, it should be noted that the epistemic distance between two NOW-MTFs, $\Phi(*\text{NOW}_i)$ and $\Phi(*\text{NOW}_j)$ does not necessarily increase with their temporal distance, $|i - j|$. Figure 7 shows an example where $\Phi(t_4)$ separates the epistemically equivalent NOW-MTFs $\Phi(t_1)$ and $\Phi(t_6)$. Intuitively, NOW moves from $t_1$ to $t_4$ as a result of $s_3$ starting to hold. It then moves to $t_6$ when $s_3$ ceases to hold. Thus, except for their location in time, the states of affairs corresponding to $\Phi(t_1)$ and $\Phi(t_6)$ are identical. Figure 8 shows a situation where the two epistemically equivalent, $\Phi(t_1)$ and $\Phi(t_6)$, are separated by $\Phi(t_4)$ which is missing a situation interval, $t_2$ that belongs to both. Note, however, that such a situation is impossible, for the convexity of intervals necessitates that $t_2$ be in $\Phi(t_4)$ (see AT9). Indeed, one may prove the following result.

**Proposition 7.3** If $\Phi(*\text{NOW}_i)$ and $\Phi(*\text{NOW}_{i+n})$ ($n > 1$) are epistemically-equivalent NOW-MTFs, then for every $m$, $0 < m < n$, $\Phi(*\text{NOW}_i) \setminus \{\text{NOW}_i\} \subset \Phi(*\text{NOW}_{i+m})$.

**Proof.** Since $\Phi(*\text{NOW}_i)$ and $\Phi(*\text{NOW}_{i+n})$ are epistemically-equivalent, then, by Proposition 7.2, for every $t$, $t \in \Phi(*\text{NOW}_i) \setminus \{\text{NOW}_i\}$ implies $t \in \Phi(*\text{NOW}_{i+n})$. Now suppose that $t \in \Phi(*\text{NOW}_i) \setminus \{\text{NOW}_i\}$ and that it is not the case that $t \in \Phi(*\text{NOW}_{i+m})$, for some $m$ ($0 < m < n$). Therefore, $\text{NOW}_i \sqsubseteq t$ and $\text{NOW}_{i+m} \sqsubseteq t$, but $\text{NOW}_{i+m} \not\sqsubseteq t$. But, by Theorem 7.4 and the transitivity of $\sqsubseteq$ (AT2), $\text{NOW}_i \not\sqsubseteq \text{NOW}_{i+m}$ and $\text{NOW}_{i+m} \not\sqsubseteq \text{NOW}_i$. By the convexity of $t$ (AT9) and TT2, $\text{NOW}_{i+m} \sqsubseteq t$, which leads to a contradiction. Therefore, $t \in \Phi(*\text{NOW}_{i+m})$.
for all \( m \) \( (0 < m < n) \). Since \( t \) is arbitrary, then \( \Phi(\text{NOW}_i) \setminus \{ \text{NOW}_i \} \subset \Phi(\text{NOW}_{i+m}), \) for all \( m \) \( (0 < m < n) \). \qed

8 The Dynamics of Time

In the previous section, we investigated the meta-theoretical structure of time and outlined general principles that govern the movement of \text{NOW}. In this section, we look in more detail at how Cassie’s beliefs evolve over time and how this interacts with the dynamics of \text{NOW}. Before doing that, however, we need to digress.

8.1 Consistency Over Time

As an agent acting and reasoning in a dynamic world, Cassie needs to be capable of handling failure. Failure manifests itself in two ways. First, Cassie may fail to perform some action or achieve some goal. This issue is investigated elsewhere (Ismail and Shapiro, 2000a) and will not be discussed in any detail here. Second, which is what concerns us, Cassie may fail to reason correctly about the domain. This happens when Cassie’s beliefs space, \( \beta \), is inconsistent, i.e., when it contains contradictory beliefs. In the theory presented here, there will be times when Cassie would make default assumptions about the persistence of states (see, in particular, Sections 10 and 11). It is possible that these assumptions be simply false, and should Cassie be aware of that, \( \beta \) would be inconsistent. Belief revision within
the SNePS tradition has gone a long way (Martins and Shapiro, 1988; Johnson and Shapiro, 2000a; Johnson and Shapiro, 2000b; Johnson and Shapiro, 2000c) and inconsistency may, in fact, be handled appropriately. However, belief revision in a theory like the one we are presenting here is more complicated. In particular, we impose certain meta-theoretical constraints on the representation of time and its progression (for example, see Axioms 7.1 and 7.2). Whatever belief revision might do to resolve a contradiction, it should do it while observing these constraints. Currently, the belief revision system is not thus integrated with our theory of time. Therefore, should $\beta$ become inconsistent, we would not be able to verify that the principles and axioms constraining our theory are not violated. It should be noted, however, that this would only be the case if the inconsistency involves beliefs about time, and, more specifically, if it involves beliefs about states holding in the present. Therefore, in what follows, we will make the assumption that beliefs about current states are never contradicted. More precisely, we will assume that, at no time, do pairs of propositions of the form $\text{Holds}(s,*\text{NOW})$ and $\neg\text{Holds}(s,*\text{NOW})$, explicitly or implicitly, co-exist in $\beta$. This would allow us to present results that we would not otherwise be able to formally prove, unless a complete theory of temporal belief revision is presented. Note that these results are not wrong, it is just that some of them presume consistency.

Another kind of inconsistency, one that our theory tolerates and, indeed, endorses, exists at the non-logical, meta-theoretical level. This kind of inconsistency is symptomatic of the need to move $\text{NOW}$. It involves violations of the principles and constraints of the theory that are not the result of inconsistencies in $\beta$, but
1. Pick some $t \in \mathcal{T}$, such that $t \notin \Psi(\mathcal{T})$.
2. $\beta \leftarrow \beta \cup \{\text{M} \text{Holds}(s, t)\}$.
3. \text{move NOW}.
4. $\beta \leftarrow \beta \cup \{\text{'NOW} \subset t\}$.

Figure 9: What happens when Cassie senses that the state $s$ holds.

are a natural side-effect of the progression of time. For example, Theorem 12.3 in Section 12.3 states that whenever Cassie is perceiving some state holding, then she believes that it does. Naturally, there will be short periods of time when this theorem does not apply. In particular, those are the times it takes to update Cassie's belief space (and other components of the system) in order to reflect the newly-perceived information. We will, therefore, assume that those are 0-periods— that it takes no time, at the theoretical level, to perform any required updates and restabilize the system.

8.2 A Note on the Frame Problem

Algorithm \text{move NOW} outlined in Section 7.4 merely represents how temporal progression is modeled. However, it does not express everything that happens when NOW moves. Whenever NOW moves, a new MTF is constructed, namely $\Phi(\text{'NOW})$. What do we know about this MTF, and how can it be constructed? Suppose the new MTF is the $i^{th}$ NOW-MTF. One thing we learned in Section 7.6 is that $\Phi(\text{'NOW}_{i-1})$ is not epistemically equivalent to $\Phi(\text{'NOW}_{i-1})$. If NOW moves due to some state's ceasing, then the situation interval, in $\Phi(\text{'NOW}_{i-1})$, associated with that state should not be in $\Phi(\text{'NOW}_{i})$. On the other hand, if NOW moves due to some state's starting to hold, then a new situation interval associated with that state should be in $\Phi(\text{'NOW}_{i})$. The algorithm in Figure 9 outlines what happens when Cassie senses that some state, $s$, holds. Cessation will be discussed below. But, in this section, we are concerned with a slightly different issue.

It is often the case that many states holding in $\Phi(\text{'NOW}_{i-1})$ continue to hold in $\Phi(\text{'NOW}_{i})$, and there should be some way of incorporating them into the new MTF. Of course what is lurking between the lines here is the frame problem (McCarthy and Hayes, 1969). We shall not delve into a long discussion of, nor propose any ingenious solutions to, the notorious problem; the literature is full of such discussions and proposals (Shoham and McDermott, 1988; Kautz, 1986; Shoham, 1986; Pylyshyn, 1986; Brown, 1987; Reiter, 1991; Morgenstern, 1996; Shanahan, 1997, to mention a few). Rather, we are going to make some informal remarks. Within the
theoretical framework that has been developed in the previous sections, the frame problem manifests itself in determining which states that held in $\Phi(\text{NOW}_{i-1})$ continue to hold in the new $\Phi(\text{NOW}_i)$. First of all, we do not believe that there is a single, albeit elusive, solution to the problem; depending on the type of state, there may be different ways of determining whether it holds in $\Phi(\text{NOW}_i)$.

Armed with a theory of belief revision (Martins and Shapiro, 1988; Johnson and Shapiro, 2000c), we may adopt an off-the-shelf monotonic approach to solving the frame problem (Reiter, 1991; Thielscher, 1999, for example). These approaches provide logical solutions to the problem. That is, they involve Cassie’s reasoning about whether a certain state continues to hold. In many cases this is reasonable. In particular, the frame problem is usually discussed in one of two contexts:

1. the context of planning, where an agent needs to predict the state of the environment following any of its planned actions, and

2. the context of reasoning about (what have confusingly come to be known as) narratives. Basically, a narrative is a world description in the form of a sequence of events and some states that hold at various points. Given a narrative, a reasoning system is asked to make predictions about which states hold (or not) at various points in the history of the world (the notorious Yale Shooting scenario is a typical example (Hanks and McDermott, 1987)).

In such settings, abstract reasoning is the only way to account for the persistence of states, and almost all the work that has been done on the frame problem is concerned with the kinds of axioms and reasoning systems required for a robust and efficient account of persistence that allows only natural predictions. The situation that we have here is neither one of planning nor of reasoning about narratives. We have Cassie out there, in the world, reasoning, acting, and perceiving the environment while maintaining a sense of time. We are not primarily interested in reasoning about past or future states. (This is not to say that these are trivial or unimportant issues; they certainly are not.) Rather, our main concern is to naturally account for Cassie’s awareness of present states. Granted, reasoning is still needed for this task—for projecting states from $\Phi(\text{NOW}_{i-1})$ onto the new MTF $\Phi(\text{NOW}_i)$. Nevertheless, there is at least a subset of the states holding in $\Phi(\text{NOW}_{i-1})$ that should be incorporated in the new MTF without any reasoning on the part of Cassie. Let us motivate this with an example. The following (successor state) axiom appears in (Reiter, 1998, p. 553):

$$\text{going}(l, l', do(a, s)) \equiv (\exists t)(s = \text{startGo}(l, l', t) \lor \text{going}(l, l', s) \land \neg (\exists t)(s = \text{endGo}(l, l', t)).$$

The axiom states conditions under which it could be concluded that the state of going from one location to another holds in a particular situation. Now, suppose
that this is the current situation (or, in our terminology, the current NOW-MTF). The crucial question here is who is going? There is some agent that does not appear in the axiom but is certainly implied. The axiom itself represents some useful piece of knowledge that an agent, Cassie for example, may use to reason about states of “going”. But using this axiom to conclude that some agent is still “going” makes sense only when the implicit agent is not Cassie, the reasoning agent. If Cassie is the one who is “going”, then she can conclude that she is still “going”, not because of her general knowledge of causes and effects, nor because it is reasonable to assume so, but because she is actually “going”. Agents do not need to reason about the current states of their own bodies, or those of the perceived environment, they have first-person direct access to those states through perception and proprioception.

What we are suggesting here is that, for states of Cassie’s own body, or of the perceived environment, whether they hold in the new MTF should be taken care of, not at the KL, but at the PML, as part of temporal progression routines. How may that be done? This is the topic of the next section.

8.3 Modalities

To account for the persistence of bodily or perceived states, we employ a set of metalegal variables, $\mathcal{M}$, corresponding to various agent modalities. (As shall be seen below, we interpret “modality” in a very broad sense.) The set $\mathcal{M}$ is partitioned into two sets: $\mathcal{M}_{\text{prop}}$ for proprioception, and $\mathcal{M}_{\text{per}}$ for perception. Each variable in $\mathcal{M}_{\text{prop}}$ contains a proposition representing the state currently occupying the corresponding modality. On the other hand, $\mathcal{M}_{\text{per}}$ represents what each modality conveys, about the external world, to Cassie. For example, a particular incarnation of Cassie may have the following set of proprioception modality variables:

$$\mathcal{M}_{\text{prop}} = \{\text{VISION}_{\text{prop}}, \text{AUDITION}_{\text{prop}}, \text{LOCOMOTION}_{\text{prop}}, \text{HANDLING}_{\text{prop}}\}$$

Such a Cassie has visual and auditory capabilities in addition to, maybe, wheels for movement and an arm for manipulating objects. Different processes performed by Cassie, or states of her body, occupy different modalities. For example, VISION$_{\text{prop}}$ may contain the proposition “I am looking toward the green light” or “My eyes are shut” (where the first person refers to Cassie), LOCOMOTION$_{\text{prop}}$ may contain the proposition “I am moving from $l$ to $l'$” or “I am standing still”, AUDITION$_{\text{prop}}$ may contain “I am talking to Stu”, and so on. Thus, $\mathcal{M}_{\text{prop}}$ represents what each modality is being used for.

The same Cassie may have a similar set of perception modality variables:\footnote{Typically, there are fewer perception modalities than there are proprioception modalities. For example, the locomotion system does not convey anything about the external environment, only its own state, and likewise for the handling system (unless we consider tactile perception).}
\[ \mathcal{M}_{\text{per}} = \{ \text{VISION}_{\text{per}}, \text{AUDITION}_{\text{per}} \} \]

For example, \( \text{VISION}_{\text{per}} \) may contain the proposition “The green light is on” or “The block is on the table” and \( \text{AUDITION}_{\text{per}} \) may contain the proposition “The alarm is sounding” or “The radio is on”.

In general, modality variables point to elements of \( \beta \). If the modality corresponding to the variable \( \mu \in \mathcal{M}_{\text{prop}} \) is occupied by some state, \( [s] \), then \( *\mu = \text{M} \text{Holds}(s, t) \), where \( t \) is the situation interval associated with \( s \), such that \( *\text{NOW} \subseteq t \). A similar idea underlies perception modality variables with the following provision. \( *\mu = \text{M} \text{Holds}(s, t) \) if \( [s] \) is a state perceived via the modality corresponding to \( \mu \). One main difference between perception and proprioception modality variables is that the former, but not the latter, take as values sets of propositions. Thus, for every \( \mu \in \mathcal{M}_{\text{per}} \), there is a set of states and associated situation intervals such that \( *\mu = \{ \text{M} \text{Holds}(s_i, t_i) : *\text{NOW} \subseteq t_i \} \). For example, Cassie not only sees that the block is on the table, but also that it is, say, red, and that she is close enough to pick it up. Thus, in general, a single perception modality may simultaneously convey more than one piece of information about the external world. On the other hand, a proprioception modality may be occupied by only one bodily state or process. This idea is stated precisely by the following axiom.

**Axiom 8.1** For every \( i \in \mathbb{N} \) and \( \mu \in \mathcal{M}_{\text{prop}} \), at \( [*\text{NOW}_i] \), there is one, and only one, \( s \in \Psi(\text{TEMP}) \), such that \( [s] \) occupies the modality corresponding to \( \mu \).

In the above statement, \( [*\text{NOW}_i] \) refers to the interval of real time during which the value of \( \text{NOW} \) is \( *\text{NOW}_i \). The important thing to note about this axiom is that it does not state that, at any time, a proprioception modality variable is occupied by a unique term in our logic; this is something that our theory has to ensure. The axiom merely states the semantic counterpart of this assertion. Note also that, not only do we require any proprioceptive modality to be occupied by a single state, but that there is always some state occupying any given proprioceptive modality. This might seem strange given that there may be times when Cassie is not using some, or all, of her modalities. However, as mentioned above, we interpret the notion of modality in a very broad sense; passive states such as “I am standing still” or “My eyes are shut” occupy modalities in our theory (in this case, \( \text{LOCOMOTION}_{\text{prop}} \) and \( \text{VISION}_{\text{prop}} \), respectively). Thus, even if Cassie is not using its sensors and effectors (in the traditional sense of “using”), states corresponding to these resources being idle (or available) are legitimate modality occupiers.

In what follows, we make a couple of assumptions about modalities and states that occupy, or are perceived by, them. First, we assume that, for every bodily state, there is a unique set of proprioception modalities that it occupies if and when it holds. Formally, there is a function, \( \text{Mod}_{\text{prop}} \), from \( \text{TEMP} \) to the power set of
\( \mathcal{M}_{\text{prop}} \) mapping each state to the proprioception modality variables corresponding to modalities it uses when it holds. Note that, for non-bodily states, the value of \( \text{Mod}_{\text{prop}} \) is simply the empty set. Thus, bodily states may be formally identified as those members of \( \text{TEMP} \) for which the value of \( \text{Mod}_{\text{prop}} \) is a non-empty set.

An important property of \( \text{Mod}_{\text{prop}} \) is stated by the following axiom.

**Axiom 8.2** For every \( s \in \text{TEMP}, \mu \in \mathcal{M}_{\text{prop}}, \) and \( i \in \mathbb{N}, \) at \( \{^*\text{NOW}_i\}, \) if \([s] \) occupies the modality corresponding to \( \mu, \) then \( \mu \in \text{Mod}_{\text{prop}}(s) \) and, for every \( \mu' \in \text{Mod}_{\text{prop}}(s) \) \([s] \) occupies the modality corresponding to \( \mu'. \)

For example, if \( \text{Mod}_{\text{prop}}(s) = \{\text{VISION}_{\text{prop}}, \text{LOCOMOTION}_{\text{prop}}\} \), then, whenever \( s \) holds, it occupies both, and only, \( \text{VISION}_{\text{prop}} \) and \( \text{LOCOMOTION}_{\text{prop}}. \) The following axiom is also needed to reflect, at the KL, what Axioms 8.1 and 8.2 require at the PML.

**Axiom 8.3** For every \( s_1, s_2 \in \text{TEMP}, \) if \( \text{Mod}_{\text{prop}}(s_1) \cap \text{Mod}_{\text{prop}}(s_2) \neq \emptyset, \) then, for all \( t \in \Psi(\mathcal{T}), \) if \( \beta \vdash \text{Holds}(s_1, t), \) then \( \beta \vdash \neg \text{Holds}(s_2, t). \)

Basically, Axiom 8.3 is a constraint on the domain theory, a principle that the knowledge engineer should adopt in axiomatizing the domain.

Second, we assume that perception modalities are mutually exclusive. That is, the same state cannot be perceived via two distinct perception modalities; each modality presents a unique perspective of the external environment. Note, however, that if two distinct states, \( s \) and \( s', \) are perceived via two distinct perception modalities, \( \mu_{\text{per}} \) and \( \mu'_{\text{per}}, \) it could still be the case that the fact that \( s \) holds entails that \( s' \) holds (or vice versa), or that both states entail that some third state, \( s'' \), holds. For example, looking at the alarm clock, Cassie may see that it is 7 a.m. At the same time, she may also hear the alarm, which, given other background knowledge, would entail what she visually perceives. The main point is that, if a state is perceivable, then it is perceivable via one, and only one, modality.\(^{26}\) Formally, we introduce a partial function, \( \text{Mod}_{\text{per}}, \) from \( \text{TEMP} \) to \( \mathcal{M}_{\text{per}}, \) such that \([s]\) may only be perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s). \)

**Axiom 8.4** For every \( s \in \text{TEMP}, \mu \in \mathcal{M}_{\text{per}}, \) and \( i \in \mathbb{N}, \) at \( \{^*\text{NOW}_i\}, \) if \([s]\) is perceived via the modality corresponding to \( \mu, \) then \( \mu = \text{Mod}_{\text{per}}(s). \)

In addition, we assume that bodily states cannot be perceived. That is, the set of bodily states and the set of perceivable states are disjoint.

\(^{26}\)Note that, ultimately, this might just be a simplifying assumption of our theory.
Algorithm setup_new_MTF
1. move_NOW
2. For all $\mu \in M_{\text{prop}}$
   3. If there are $s$ and $t$ such that $\ast \mu = M\text{Holds}(s, t)$
      then $\beta \leftarrow \beta \cup \{\ast \text{NOW} \sqsubseteq t\}$.
3. For all $\mu \in M_{\text{per}}$
   5. For all $s$ and $t$ such that $M\text{Holds}(s, t) \in \ast \mu$
   6. $\beta \leftarrow \beta \cup \{\ast \text{NOW} \sqsubseteq t\}$.

Figure 10: Algorithm setup_new_MTF.

**Axiom 8.5** For every $s \in \text{TEMP}$, if $\text{Mod}_{\text{prop}}(s) \neq \{\}$, then $\text{Mod}_{\text{per}}(s)$ is undefined.

Modality variables are set at the PML when bodily or perceived states start or cease to hold. Thus, in the algorithm of Figure 9, if $s$ is one of these states, step (2) is followed by pointing all the appropriate modality variables (those corresponding to modalities occupied by, or perceiving, $s$) to the new proposition $M\text{Holds}(s, t)$. Constructing the new MTF may thus be characterized by the algorithm in Figure 10. The crucial thing here is that currently holding bodily or perceived states are smoothly incorporated in the new MTF without the need for any reasoning, reflecting Cassie’s continuous sense of the states of her body and the perceived environment. Of course, the algorithm in Figure 10 presupposes the correct setting of modality variables. As pointed out above, this should be taken care of by a revised version of algorithm state_start (and a similar account for cessation). To proceed and introduce such a revision, however, we need to carefully examine the different issues involved in state transitions.

### 8.4 Transitions

Before delving into what exactly is involved in a transition from one value of NOW to another (or from one NOW-MTF to the next), we need to be precise and explicit about the technical use of some English expressions that shall recur throughout the rest of the paper. These are expressions that allude to Cassie’s knowledge of state transitions over time.

**Definition 8.1** For every $s \in \text{TEMP}$ and $i \in \mathbb{N}$ ($i > 1$), we say that Cassie determines that $s$ holds at $\ast \text{NOW}_i$ if, at $\llbracket \ast \text{NOW}_i \rrbracket$, $\beta \vdash \text{Holds}(s, \ast \text{NOW}_i)$ and, at
[\text{*NOW}_{i-1}], \beta \not\models \text{Holds}(s, \text{*NOW}_{i-1}).

Typically, Cassie determines that \( s \) holds at \text{*NOW}_{i} if the transition from \( \text{*NOW}_{i-1} \) to \text{*NOW}_{i} involves Cassie’s coming to believe that \( s \) holds. For example, suppose that \( s \) is the state of the walk-light being on. Further, suppose that the time is \( \text{*NOW}_{i-1} \) and that Cassie sees (and, therefore, believes) that the walk-light is \textit{not} on. In this case, at \( \text{*NOW}_{i-1} \), \( \beta \not\models \text{Holds}(s, \text{*NOW}_{i-1}). \)

Now, if the walk-light turns on, then \text{NOW} moves to \text{*NOW}_{i} and \( \beta \vdash \text{Holds}(s, \text{*NOW}_{i}) \). This situation can be described by saying that Cassie determines that the walk-light is on at \text{*NOW}_{i} (see Figure 11).

The reader should be careful about the intuition behind the above definition. In particular, note that the qualifications “at \( \text{*NOW}_{i} \)” and “at \( \text{*NOW}_{i-1} \)” are very crucial and cannot be dropped. Consider the situation depicted in Figure 12. At \( \text{*NOW}_{i-1} \) Cassie is \textit{not} looking toward the walk-light and, thus, does not know whether it is on (i.e., at \( \text{*NOW}_{i-1} \), \( \beta \not\models \text{Holds}(s, \text{*NOW}_{i-1}) \)). Now, Cassie turns to the walk-light, and two things happen: \text{NOW} moves to \text{*NOW}_{i} (due to the change in Cassie’s orientation), and Cassie sees that the walk-light is on. In this case, as in the above one, at \( \text{*NOW}_{i} \), \( \beta \vdash \text{Holds}(s, \text{*NOW}_{i}) \), and we can describe this situation by saying that Cassie determines that the walk-light is on at \text{*NOW}_{i}. Unlike the above situation, however, Cassie may later come to believe that the walk-light was actually on at \( \text{*NOW}_{i-1} \), when she was not looking. This does not change anything; it is still the case that Cassie determines that the walk-light is on at \( \text{*NOW}_{i} \), according

\footnote{In fact, at \( \text{*NOW}_{i-1} \), \( \beta \vdash \neg \text{Holds}(s, \text{*NOW}_{i-1}) \). We are assuming consistency of \( \beta \) throughout the discussion.}
to Definition 8.1. The important thing is not that $\beta \not\models \text{Holds}(s, \star \text{NOW}_{i-1})$, but that this is the case at $\llbracket \star \text{NOW}_{i-1} \rrbracket$, the time at which $\star \text{NOW}_{i-1}$ is itself $\star \text{NOW}$.

To distinguish the above two scenarios, we need a couple of definitions that are more specific than Definition 8.1

**Definition 8.2** For every $s \in \text{TEMP}$ and $i \in \mathbb{N}$ ($i > 1$), we say that Cassie determines that $s$ starts to hold at $\star \text{NOW}_i$ if, at $\llbracket \star \text{NOW}_i \rrbracket$, $\beta \models \text{Holds}(s, \star \text{NOW}_i)$ and, at $\llbracket \star \text{NOW}_{i-1} \rrbracket$, $\beta \models \lnot \text{Holds}(s, \star \text{NOW}_{i-1})$.

The above definition applies to the situation in Figure 11, but not that in Figure 12. The following definition singles out the situation in Figure 12.

**Definition 8.3** For every $s \in \text{TEMP}$ and $i \in \mathbb{N}$ ($i > 1$), we say that Cassie determines that $s$ persists at $\star \text{NOW}_i$ if, at $\llbracket \star \text{NOW}_i \rrbracket$, $\beta \models \text{Holds}(s, \star \text{NOW}_i)$ and, at $\llbracket \star \text{NOW}_{i-1} \rrbracket$, $\beta \not\models \text{Holds}(s, \star \text{NOW}_{i-1})$ and $\beta \not\models \lnot \text{Holds}(s, \star \text{NOW}_{i-1})$.

The use of “persists” in the above definition will be clear below (Section 10.4). The intuition is that, when one observes a state holding (not starting to hold), one assumes that it was holding and will continue to hold for a while. That is, one assumes that the state persists (cf. (McDermott, 1982, pp. 122–123)). Note, however, that the scenario of Figure 12 presents a peculiar instance of Cassie’s determining the persistence of a state, namely an instance in which she starts to perceive the state.
Definition 8.4 For every \( s \in \text{TEMP} \) and \( i \in \mathbb{N} \ (i > 1) \), we say that Cassie starts to perceive \( s \) at \( \*\text{NOW}_i \) if

1. \( [\*\text{NOW}_i] \), \([s]\) is perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s) \),
2. \( [\*\text{NOW}_{i-1}] \), \([s]\) is not perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s) \), and
3. \( [\*\text{NOW}_{i-1}] \), \( \beta \not\vdash \lnot \text{Holds}(s,\*\text{NOW}_{i-1}) \).

The above definition is required since the case of starting to perceive a state has a particular significance for the state transition algorithms to be presented in Section 8.6. In particular, it involves updating elements of \( \mathcal{M}_{\text{per}} \). The first two conditions above capture the transition from not perceiving to perceiving the state \( s \). The third condition merely rules out the possibility of Cassie’s determining that \( s \) starts through perception, rather than merely starting to perceive it. One important difference between the two cases is that Cassie may indeed believe that \( s \) holds over \( \*\text{NOW}_{i-1} \), for example by being told so. In such a case the transition described by Definition 8.4 is only one of the state of Cassie’s perceptual modalities.

Definitions 8.2 and 8.3 describe the different situations in which Cassie determines that a state, \( s \), holds. These may be viewed as involving a transition that Cassie undergoes from one belief state to another. In particular, with respect to \( s \), Cassie undergoes a transition from some sort of a negative belief state to a positive one. More specifically, note that what is common among Definitions 8.1, 8.2, and 8.3, is that Cassie explicitly believes that \( s \) holds at the later value of NOW. Intuitively, there are similar situations where the opposite is the case.

Definition 8.5 For every state \( s \in \text{TEMP} \) and for every \( i \in \mathbb{N} \ (i > 1) \), we say that Cassie determines that \( s \) ceases to hold at \( \*\text{NOW}_i \) if, at \( [\*\text{NOW}_i] \), \( \beta \vdash \lnot \text{Holds}(s,\*\text{NOW}_i) \) and, at \( [\*\text{NOW}_{i-1}] \), \( \beta \vdash \text{Holds}(s,\*\text{NOW}_{i-1}) \).

For example, in the situation represented by Figure 11, Cassie determines that the state of the walk-light’s being off ceases at \( \*\text{NOW}_i \). Similarly, we can give a definition similar to Definition 8.3. This would capture a situation in which Cassie suddenly moves from having an explicit belief that \( s \) holds to having no way of telling whether it does. For reasons to be discussed in Section 11, we do not believe that this is a very realistic situation. But even if it is, such a situation does not have any major role to play in our theory and, thus, there is no need to introduce an expression describing it. But a situation similar to that embodied in Definition 8.4 is indeed significant.

Definition 8.6 For every \( s \in \text{TEMP} \) and \( i \in \mathbb{N} \ (i > 1) \), we say that Cassie ceases to perceive \( s \) at \( \*\text{NOW}_i \) if
1. at \([*\text{NOW}_{i-1}]\), \([s]\) is perceived via the modality corresponding to \(\text{Mod}_{\text{per}}(s)\),

2. at \([*\text{NOW}_i]\), \([s]\) is not perceived via the modality corresponding to \(\text{Mod}_{\text{per}}(s)\), and

3. at \([*\text{NOW}_i]\), \(\beta \not\vdash \text{Holds}(s, *\text{NOW}_i)\).

In the situation depicted in Figure 12, Cassie ceases to perceive that a car is approaching at \(*\text{NOW}_i\). Note that this does not mean that Cassie ceases to believe that the car is approaching; she only ceases to perceive it, but there might be other reasons for her to believe that it is still there. Indeed, the third condition in Definition 8.6 allows this possibility.

As pointed out in Section 6, Cassie may determine that a state holds through various means: perception, proprioception, direct assertion, or inference. We should now define how the theory reflects each of these modes of determination. First, let us define the following convenient notion of directly determining that a state holds.

**Definition 8.7** For every \(s \in \text{TEMP}\) and \(i \in \mathbb{N}\) \((i > 1)\), we say that Cassie directly determines that \(s\) holds at \(*\text{NOW}_i\) if

1. Cassie determines that \(s\) holds at \(*\text{NOW}_i\), and

2. there is some \(P \subseteq \mathcal{P}\) such that
   
   \((a)\) at \([*\text{NOW}_{i-1}]\), for every \(p \in P\), \(\beta \not\vdash p\),
   
   \((b)\) at \([*\text{NOW}_i]\), \(P \subseteq \beta\), and
   
   \((c)\) \(P \vdash \text{Holds}(s, *\text{NOW}_i)\).

Thus, Cassie directly determines that \(s\) holds if she acquires some new pieces of information which, by themselves, allow Cassie to infer that \(s\) holds. That is, Cassie does not need to use any background knowledge to determines that \(s\) holds; the new information is sufficient. Note that this means that, at a time when \(\beta\) is empty, Cassie can determine that \(s\) holds only directly.

Given this definition, we may now be more precise about what it means to determine that a state holds through perception, proprioception, or direct assertion.

**Definition 8.8** For every \(s \in \text{TEMP}\) and \(i \in \mathbb{N}\) \((i > 1)\), we say that Cassie determines that \(s\) holds at \(*\text{NOW}_i\) through perception if

1. Cassie directly determines that \(s\) holds at \(*\text{NOW}_i\) and

2. at \([*\text{NOW}_i]\), \([s]\) is perceived via the modality corresponding to \(\text{Mod}_{\text{per}}(s)\).
Definition 8.9 For every \( s \in \text{ TEMP } \) and \( i \in \mathbb{N} \) \( i > 1 \), we say that Cassie determines that \( s \) holds at \( \ast \text{NOW}_i \) through proprioception if

1. Cassie directly determines that \( s \) holds at \( \ast \text{NOW}_i \) and
2. at \( \lfloor \ast \text{NOW}_i \rfloor \), \([s]\) occupies the modalities corresponding to elements of \( \text{Mod}_{\text{prop}}(s) \).

Definition 8.10 For every \( s \in \text{ TEMP } \) and \( i \in \mathbb{N} \) \( i > 1 \), we say that Cassie determines that \( s \) holds at \( \ast \text{NOW}_i \) through direct assertion if

1. Cassie directly determines that \( s \) holds at \( \ast \text{NOW}_i \);
2. at \( \lfloor \ast \text{NOW}_i \rfloor \), \([s]\) is not perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s) \), and
3. at \( \lfloor \ast \text{NOW}_i \rfloor \), \([s]\) does not occupy any of the modalities corresponding to elements of \( \text{Mod}_{\text{prop}}(s) \).

Note that, given the above definitions, direct assertion is simply the direct determination of a state holding by means other than perception and proprioception. A similar relation holds between determination through inference and direct determination.

Definition 8.11 For every \( s \in \text{ TEMP } \) and \( i \in \mathbb{N} \) \( i > 1 \), we say that Cassie determines that \( s \) holds at \( \ast \text{NOW}_i \) through inference if

1. Cassie determines that \( s \) holds at \( \ast \text{NOW}_i \) and
2. Cassie does not directly determine that \( s \) holds at \( \ast \text{NOW}_i \).

The crucial difference between this and Definition 8.7 is that the new information is not sufficient for Cassie to determine that \( s \) holds; she must also make use of old background information. Similar to Definitions 8.8 through 8.11, we can provide definitions for determining persistence, onsets, and cessations.

8.5 The Many Scenarios of Change

In this section, we present some insights into the nature of state change. This is done through a careful examination of the different situations in which Cassie determines that a change has taken place. Those insights will be presented as a set of principles amending the two principles of change of Section 7.6 (Axioms 7.3 and 7.4). It should
be noted, however, that these principles are not part of the formal theory (and, hence, will not be presented as axioms); they are general guidelines that will be formally crystallized in a number of algorithms to be presented in the next section. The first of these principles follows directly from Axiom 8.1.

The Third Principle of Change. For every bodily state \([s], [s']\) ceases to hold when and only when some other bodily state, \([s']\), starts to hold.

The above principle underlines our previous discussion of how it is that there is always some bodily state occupying a given proprioceptual modality. For example, suppose that Cassie is moving, and that this occupies the \(\text{LOCOMOTION}_{\text{prop}}\) modality. If Cassie stops moving, the \(\text{LOCOMOTION}_{\text{prop}}\) modality gets occupied by the state of her standing still. Similarly, if \(\text{VISION}_{\text{prop}}\) is occupied by the state of Cassie's looking toward the walk-light, a cessation of the aforementioned state results in \(\text{VISION}_{\text{prop}}\) being occupied by some other state, say Cassie's looking toward an approaching car. The important thing here is that, for bodily states, we have a single unified account for onsets and cessations, since they always occur together. That is, we only need to consider what happens when a bodily state starts to hold; a bodily state's ceasing is only one of the things that happen as another bodily state starts (or the other way around). This shall be reflected in the construction of state transition algorithms.

The Fourth Principle of Change. For every \(s \in \Psi(\text{TEMP})\) and for every \(i \in \mathbb{N} (i > 1)\), if Cassie determines that \(s\) ceases to hold at \(*\text{NOW}_i*\), then this happens through inference or direct assertion.

The basic insight behind the above principle is that one only perceives or feels (through proprioception) the presence of a state, not its absence. Our bodies always provide positive information about states, never negative ones. Thus, one does not directly perceive that the walk-light is not on; rather, one perceives that it is off, and infers that it is not on. Alternately, one may come to believe that the walk-light is not on if they are explicitly told so. According to Definition 8.5, determining cessation of a state hinges on coming to believe that it does not hold, which, as we noted, cannot happen through perception or proprioception. What this means is that we only need to account for cessation in cases of inference and direct assertion. Again, this will be embodied in state transition algorithms.

The Fifth Principle of Change. For every \(i \in \mathbb{N} (i > 1)\), Cassie may determine that more than one state holds at \(*\text{NOW}_i*\).

The above principle embodies our discussion in Section 7.6 that, though generally stable, the world might present perceptually-crude agents with multiple simultaneous changes. But even for agents with fine-grained perception of time (humans, for example) the above principle still holds. In particular, it is often characteristic of the patterns of change exhibited by bodily states. As per the third
principle of change, the cessation of a bodily state \( s \) is (simultaneous to) the onset of some other bodily state \( s' \). If \( s \) occupies more than one modality, then its cessation would typically correspond to the onset of multiple states, each occupying one of those modalities. That is, as a bodily state ceases, multiple states rush in, occupying the modalities just made available. For example, let \( s \) be the state of Cassie's searching for a block. In a possible implementation, we have:

\[
*VISION_{prop} = *LOCOMOTION_{prop} = "I am searching for a block"
\]

As \( s \) ceases, we get the following situation.

\[
*VISION_{prop} = "I am looking at a block"
*LOCOMOTION_{prop} = "I am standing still"
\]

These two states (looking at a block and standing still) would virtually start simultaneously as the searching activity comes to an end.

**The Sixth Principle of Change.** For every bodily state \( s \), and for every \( i \in \mathbb{N} \) \((i > 1)\), if Cassie determines that \( s \) holds at \(*NOW_i\) through proprioception, then Cassie determines that \( s \) starts to hold at \(*NOW_i\).

The above principle simply states that the only possible situation in which Cassie determines that a state holds through proprioception is when she determines that it starts to hold. In particular, Cassie cannot proprioceptually determine that a state persists (as per Definition 8.3). This is reasonable since Cassie does not, all of a sudden, sense a bodily state holding; she has to, first, sense it starting to hold, given the continuous proprioceptual feedback. Thus, determining that a state persists is exclusive to non-bodily states—those that can be discovered in the midst of holding. In fact, the above principle embodies a major property that distinguishes bodily states from non-bodily states.\(^{28}\)

But note the wording of the above principle. We were careful enough to require that the principle applies only if a bodily state is determined to be holding through proprioception. Is there another way by which an agent may determine that a state of its own body holds? Theoretically, the agent may be told anything, including information about its bodily states. For humans, such information would only be accepted if it conforms with proprioceptual information (at least in normal situations). For robots, however, we believe that this is an implementation decision. One may design a robot that accepts information about its own body from outsiders. Alternatively, the robot may simply reject any such information or choose some

\(^{28}\)Of course, humans sometimes violate this principle—for example, when they lose consciousness and get back to their senses to find certain bodily states persisting. But perhaps something similar to the above principle is why such unfortunate incidents are very perplexing.
intermediate route, following the lead of humans. We shall discuss what such design decisions may entail in Section 12.2. For now, however, we will adopt the more lenient stance; we shall develop the theory so that Cassie is allowed to believe assertions about her bodily states holding, even if she does not feel those states. Note that, given Axiom 8.3, this would typically involve belief revision that favors information coming from one source over another (Johnson and Shapiro, 2000a). A particular implementation may choose to disable this mechanism (we will show below how, in our theory, this could be done).

The Seventh Principle of Change. For every \( s \in \Psi(\text{TEMP}) \) and for every \( i \in \mathbb{N} \) \( (i > 1) \), if Cassie determines that \( s \) persists at \( \ast\text{NOW}_i \), then there is some \( s' \in \Psi(\text{TEMP}) \) such that Cassie determines that \( s' \) starts, or ceases, at \( \ast\text{NOW}_i \).

The gist of the above statement is that determining persistence cannot, by itself, be responsible for the movement of \( \text{NOW} \). We have informally stated that \( \text{NOW} \) moves only if Cassie determines that a state starts or ceases to hold. But the second principle of change (Axiom 7.4) makes a weaker claim: two consecutive \( \text{NOW} \)-MTFs are not epistemically-equivalent. Theoretically, this may be satisfied in a situation where Cassie determines that some state persists (not starts or ceases). Practically, however, this cannot be the case. In particular, consider what is involved in determining that a state persists. First, there are only three means by which Cassie may determine that a state, \( s \), persists: inference, perception, and direct assertion (proprioception being ruled out by the sixth principle of change). Now, let us take a careful look at each of these.

- **Inference.** Suppose that Cassie determines that \( s \) persists at \( \ast\text{NOW}_i \) through inference. According to Definition 8.3, this means that, at \([\ast\text{NOW}_i], \beta \vdash \text{Holds}(s, \ast\text{NOW}_i)\) and, at \([\ast\text{NOW}_{i-1}], \beta \not\vdash \text{Holds}(s, \ast\text{NOW}_{i-1})\) and \( \beta \not\vdash \neg\text{Holds}(s, \ast\text{NOW}_{i-1}) \).
  Note that, not only do we require that, at \([\ast\text{NOW}_{i-1}], \beta \not\vdash \text{Holds}(s, \ast\text{NOW}_{i-1})\), Cassie does not have any explicit beliefs about whether \( s \) holds, but that she cannot infer whether it does, given everything that she knows. How, then, can such an inference be possible at \( \ast\text{NOW}_i \)? Something must have changed. In particular, some set of propositions, \( P \), must have been added to \( \beta \) (assuming monotonicity) so that what was not possible at \( \ast\text{NOW}_{i-1} \) is possible at \( \ast\text{NOW}_i \). Naturally, \( P \) must have been added to \( \beta \) by some means other than inference. For if it was merely inferred, then it cannot be the case that at \([\ast\text{NOW}_{i-1}], \beta \not\vdash \text{Holds}(s, \ast\text{NOW}_{i-1})\). Therefore, \( P \) must originate from perception, proprioception, or direct assertion. Now, if \( P \) includes a proposition of the form \( \text{Holds}(s', \ast\text{NOW}_i) \), for some \( s' \in \Psi(\text{TEMP}) \), then Cassie determines that \( s' \) holds at \( \ast\text{NOW}_i \). If this is a determination of \( s' \) starting to hold, then the seventh principle of change is satisfied; if it is a determination of the mere persistence of \( s' \), then it must have been achieved through perception or direct assertion—the two cases we review below. If, on the other hand, \( P \) does not include any propositions of
the form \( \text{Holds}(s', \star \text{NOW}_{i}) \), then elements of \( P \) can only get to \( \beta \) through direct assertion (since one can only perceive or feel what is present). Since such propositions cannot be reporting a (current) change in the environment, we assume that their assertion is not responsible for the movement of \( \text{NOW} \) (more on this below).

- **Perception.** Suppose that Cassie determines that \( s \) persists at \( \star \text{NOW}_{i} \) through perception. As per Definition 8.3, at \( \star \text{NOW}_{i-1} \), Cassie does not have any beliefs (implicit or explicit) about whether \( s \) holds, whereas, at \( \star \text{NOW}_{i} \), she can actually perceive it. But, for this to happen, something else must have changed. In particular, there are two general scenarios. The first involves a change in one or more of Cassie’s bodily states. In this scenario, Cassie changes the location, or direction, of her sensors in such a way that they come to have access to whichever environmental phenomena constitute the state \( s \). In the situation of Figure 12, for instance, not only does Cassie perceive that the walk-light is on, but, crucially, she turns her head toward the walk-light. If \( s \) is the state of the walk-light’s being on, then, in that situation, Cassie determines that \( s \) persists at \( \star \text{NOW}_{i} \) through (visual) perception. In addition, she determines that \( s' \) starts at \( \star \text{NOW}_{t} \), where \( s' \) is the bodily state of Cassie’s looking toward the walk-light. In fact, this change in \( s' \) is causally-responsible for Cassie’s determining that \( s \) persists. It is hard to come up with similar examples for auditory perception. One possibility, however, is Cassie’s coming to perceive a certain sound as a result of her moving closer to its source. The second scenario involves the removal of a barrier, thereby allowing Cassie’s sensors to have access to the portion of the environment including what Cassie can recognize as the state \( s \) holding. An example is when Cassie opens the door of a room to see the room lights on, or to hear the radio therein playing. Note that, in this scenario, determining that a state \( s \) persists through perception is accompanied by (indeed, causally-dependent on) determining, again through perception, that some state \( s' \) starts (or ceases, depending on the agent’s perspective).\(^{29}\) The above discussion indicates that, in general, when Cassie determines that a state starts (or ceases), it may also be the case that she determines that one or more states persist. In particular, this happens in two cases corresponding to the two scenarios discussed above. First, the state change determined by Cassie involves the removal of a barrier to perception. Second, the state change is that of a bodily state that uses a modality capable of conveying perceptual

\(^{29}\)In addition to the two scenarios discussed here, there is actually a third one whereby Cassie determines that a state persists through perception. This is when Cassie starts to attend to a particular state of the environment that is already accessible by her sensors. For example, Cassie may be looking towards the walk-light, with no barriers in between, but only realizes that the walk-light is on when she starts paying attention to it. Being attentive to a particular state is itself a temporary state and it is a change of that state that allows Cassie to determine the persistence of other states. Since we have not formalized this notion of attending in our theory, we do not discuss this issue any further.
information. Technically, this is a modality to which there are corresponding variables in both $\mathcal{M}_{\text{prop}}$ and $\mathcal{M}_{\text{per}}$.

- **Direct assertion.** In the cases of inference and perception, we have argued, from an empirical point of view, for the validity of the seventh principle of change. As the reader must have noted, the discussion of these two cases, in many respects, resembled a proof of the statement of the seventh principle of change. The same could be done here; we can argue that, empirically, the seventh principle of change is a plausible statement for the case of direct assertion of persistence. However, the situation is less idealistic than in the cases of inference and perception; our *theory* of direct assertion is still not developed enough to reflect empirical intuitions.\(^{30}\) In particular, our account of direct assertion treats it as an inspiration-like phenomenon, a mysterious activity resulting in new beliefs appearing, out of the blue, in Cassie’s mind. Actually, this is fine and is indeed the traditional model of adding information to a knowledge base. However, empirically, this is not how it exactly works. An assertion does not make its way magically into one’s head; rather, there is an assertion *event* that results in one’s acquiring a new belief. Forgetting aside, an agent is aware of such an assertion event, when it happened, and who its agent was. Our theory, however, does not include an account of these assertion events.\(^{31}\) That is, when told something, Cassie does not have any beliefs about the state changes associated with that *telling*, she is only aware of the asserted proposition, not of the assertion event proper. To see why this is problematic for a proof-like justification of the seventh principle of change, consider the following example. Suppose Cassie determines, through direct assertion, that the walk-light is on. In other words, someone, Stu for example, says: “Cassie, the walk-light is now on”. Assuming that nothing else changes in the environment, one thing that has certainly changed is that a new sentence has been uttered (or typed, if you will). More precisely, a state of Stu’s uttering something starts, persists for a while, and then ceases, resulting in Cassie’s determining the persistence of the walk-light’s on-state. Thus, the seventh principle of change readily holds; for Cassie’s determining that $s$ (the walk-light’s being on) persists is accompanied by (and, again, causally-dependent on) the cessation of some $s'$ (Stu’s uttering something). However, since our theory does not account for assertion events, the above scenario cannot be used to empirically justify the seventh principle of change for the case of direct assertion of persistence. Rather, the principle has to be interpreted as a constraint that we impose, by fiat, on our system. The constraint simply entails that asserting persistence does not, in itself, consti-

---

\(^{30}\)The reader should, nevertheless, note that linguistic forms of communication with Cassie, particularly in natural language, have been thoroughly studied in the past (Shapiro, 1989; Ali and Shapiro, 1993; Shapiro and Rapaport, 1995; Shapiro, 1996; Shapiro, 2000, for instance).

\(^{31}\)Though, currently, the point of making Cassie aware of the source of each assertion is under investigation (Johnson and Shapiro, 2000a).
tute a change. But note what this means. Suppose that Cassie determines that $s$ persists at *$\text{NOW}_i$* through direct assertion. Further, suppose that *$\text{NOW}_i$* is the value of *NOW* between the real clock-times 12 p.m. and 12:10 p.m., and that the proposition $\text{Holds}(s,*\text{NOW})$ is asserted at 12:05 p.m. To Cassie, $[s]$ holds throughout $[[*\text{NOW}_i]]$, but, to us, this might not be the case; $[s]$ may have started to hold at 12:04 p.m. To some, this may look like a major problem; for, apparently, Cassie simply has a false belief. Nevertheless, we do not think that there are any major problems, and, even if there is some problem, nothing major seems at stake. To Cassie, the only reason why $s$’s not holding between 12 and 12:04 would matter is if clock times have any significance to her. If they do not, then there is no problem. If they do, then she would have to be aware of them, and *NOW* will necessarily move with every tick of the clock. In that case, however, the problem disappears, since *$\text{NOW}_i$* cannot extend over a period in which there are salient changes. Note that this follows from the first principle of change (Axiom 7.3). In general, any assertion that does not result in Cassie’s determining that a state starts (or ceases) also does not result in *NOW* moving. Note that, were we to actually provide an account of assertion events, direct assertion would cease to stand out as an independent method by which Cassie may acquire new beliefs. In particular, the assertion event itself would be perceived (through audition, for example) just as any other external event. What would be needed then is an axiom to the effect that whenever an assertion event takes place, Cassie should believe the content of the assertion (more on this in Section 12.2).

Similar to the seventh principle of change, we have the following principle.

**The Eighth Principle of Change.** For every $s \in \Psi(\text{TEMP})$ and for every $i \in \mathbb{N}$ ($i > 1$), if Cassie starts, or ceases, to perceive $s$ at *$\text{NOW}_i$*, then there is some $s' \in \Psi(\text{TEMP})$ such that Cassie determines that $s'$ starts, or ceases, to hold at *$\text{NOW}_i$*.

Justifying this principle follows the same line of thought introduced above for the perception case of the seventh principle of change. Cassie starts to perceive $s$ due to the removal of a barrier or the repositioning, or re-orienting, of her sensors. Similarly, if Cassie ceases to perceive $s$, then this must be the result of either the introduction of a barrier or of Cassie’s changing the position or orientation of her sensors.

Whether the seventh and eighth principles of change are empirically-justified or theoretically-motivated, we uphold them as guiding principles: mere determination of persistence, or change in perception, does not move *NOW*. This being said, let us now turn to what exactly is involved in the movement of *NOW*.
8.6 Proceduralizing Belief Update

With the principles discussed above in mind, algorithm \textit{state\_change} in Figure 13 presents a general outline of the circumstances surrounding the movement of NOW. Of course, every step of this algorithm needs to be carefully explained. First, however, we need to be explicit about \textit{when} the algorithm is executed and what the arguments, $S^\uparrow$ and $S^\downarrow$, signify. Algorithm \textit{state\_change} gets executed whenever Cassie's body and/or sensors detect a change regarding some state (actually, a set thereof). The types of change referred to here will be made explicit. But note that we have excluded information about states reported by direct assertion. This is because of the peculiar features of direct assertion discussed in Section 8.5. We choose to have a separate set of algorithms for handling direct assertion; these will be presented below. Thus, algorithm \textit{state\_change} is only concerned with changes in perception or proprioception. The types of change are reflected in the nature of the arguments, $S^\uparrow$ and $S^\downarrow$, which is totally revealed by the preconditions. Both arguments are \textit{sets} of states. Members of $S^\uparrow$ are states that \textit{start} to be detected as holding by Cassie's perceptual and proprioceptual systems. More precisely, these are states that either start to hold or just start to be perceived. This is reflected by the first and second preconditions. The first precondition states that, just prior to executing the algorithm, modality variables do not reflect anything about members of $S^\uparrow$. The second pre-condition, on the other hand, states that the states denoted by members of $S^\uparrow$ actually occupy proprioceptual modalities or are perceived via perceptual modalities. Part of the function of the algorithm is to update modality variables to reflect the new situation (see Theorem 8.1 below). It should be noted that, given the fourth, seventh, and eighth principles of change, there must be some $s \in S^\uparrow$ such that, prior to executing the algorithm, $\beta \vdash \text{Holds}(s^*, \text{NOW})$. That is, some state in $S^\uparrow$ must actually be starting to hold. Members of $S^\downarrow$ are states that \textit{cease} to be detected as holding by Cassie's perceptual and proprioceptual systems. This may happen if a state ceases or just ceases to be perceived. Again, this is reflected by the third and fourth pre-conditions. We shall, henceforth, assume that, whenever there are states satisfying its pre-conditions, algorithm \textit{state\_change} gets executed.

Let us now take a careful look at each step of the algorithm. Step 1 initializes a variable, $P_{\text{new}}$, that is used to collect newly introduced propositions about states holding (see step 4d). Step 3 checks if any of the members of $S^\uparrow$ is a state that is already believed to hold. If this is the case, then such a state must have made it into $S^\uparrow$ because it started to be perceived or proprioceived.\footnote{Recall our discussion in Section 8.5 regarding how Cassie may have a belief about a bodily state that she does not feel.} This initiates algorithm \textit{start\_ceive}, shown in Figure 14.\footnote{Here, we are alluding to the term "ception" used in (Talmy, 2000). Though Talmy uses the term to cover perception, proprioception, and conception; we only use it to cover the first two.} The first step of \textit{start\_ceive} initi-
Pre-Conditions:

1. For every $s \in S^\uparrow$, there is no $t \in \Psi(\mathcal{T})$ such that, for some $\mu \in \mathcal{M}_{\text{prop}}$, $*\mu = \text{MHold}(s, t)$ or, for some $\mu \in \mathcal{M}_{\text{per}}$, $\text{MHold}(s, t) \in *\mu$.

2. For every $s \in S^\uparrow$, there is some $\mu \in \mathcal{M}_{\text{prop}}$ such that $[s]$ occupies the modality corresponding to $\mu$, or there is some $\mu \in \mathcal{M}_{\text{per}}$ such that $[s]$ is perceived via the modality corresponding to $\mu$.

3. For every $s \in S^\downarrow$, there is some $t \in \Psi(\mathcal{T})$ such that either, for some $\mu \in \mathcal{M}_{\text{prop}}$, $*\mu = \text{MHold}(s, t)$ or, for some $\mu \in \mathcal{M}_{\text{per}}$, $\text{MHold}(s, t) \in *\mu$.

4. For every $s \in S^\downarrow$, there is no $\mu \in \mathcal{M}_{\text{prop}}$ such that $[s]$ occupies the modality corresponding to $\mu$ and there is no $\mu \in \mathcal{M}_{\text{per}}$ such that $[s]$ is perceived via the modality corresponding to $\mu$.

Algorithm state_change($S^\uparrow \subseteq \text{TEMP}, S^\downarrow \subseteq \text{TEMP}$)

1. $P_{\text{new}} \leftarrow \{\}$.

2. For all $s_i \in S^\uparrow$

   3. If $\beta \vdash \text{Hold}(s_i, *\text{NOW})$ then $\text{startceive}(s_i, t_i)$, where $t_i$ is the situation interval associated with $s_i$ such that $\beta \vdash *\text{NOW} \sqsubseteq t_i$

4. else

   4a. Pick some $t_i \in \mathcal{T}$, such that $t_i \notin \Psi(\mathcal{T})$.

   4b. If $\beta \vdash \neg \text{Hold}(s_i, *\text{NOW})$ then $\text{state_start}(s_i, t_i)$.

   4c. Else, $\text{state_persist}(s_i, t_i)$.

   4d. $P_{\text{new}} \leftarrow P_{\text{new}} \cup \{\text{Mhold}(s_i, t_i)\}$.

5. For all $s_i \in S^\downarrow$, $\text{ cease_perceive}(s_i)$.

6. $\text{setup new MTF}$.

7. $\text{Forward}(P_{\text{new}})$.

Figure 13: Algorithm state_change.
ates algorithm \texttt{start\_proprioceive} (see Figure 15) which updates proprioception modality variables. Note that the algorithm does not check if its argument, $s$, actually occupies any modalities; it merely checks if it is a bodily state. The reason is that, given pre-condition 2, $[s]$ is either perceived or proprioceived. By Axiom 8.5, a bodily state cannot be perceived. Therefore, if $s$ is a bodily state, then it must be proprioceived. If the state is \textit{not} a bodily state, then it must be perceived via some perception modality. Updating the appropriate perception modality variable is the function of algorithm \texttt{start\_perceive} of Figure 16. Note that, were we to opt for an implementation in which Cassie may \textit{not} hold beliefs about bodily states that she does not feel, step 3 of algorithm \texttt{state\_change} should initiate algorithm \texttt{start\_perceive} directly.

It should also be noted that, unlike perception modality variables, the contents of proprioception modality variables are \textit{overwritten}. Thus, the state previously occupying a proprioceptive modality no longer have a proposition in the corresponding modality variable (see the third principle of change in Section 8.5). This means that algorithm \texttt{setup\_new\_MTF} (Figure 10) would not include such a state in the new MTF. In fact, given Axiom 8.1 and the pre-conditions, all the states displaced by the newly starting bodily states are the bodily states in $S^\dagger$.

If, in step 3 of \texttt{state\_change}, the state is not already believed to be holding, then there are two possibilities: (i) the state has just started to hold or (ii) it has just started to be perceived, with Cassie having no beliefs about it. In both cases, a new situation interval needs to be associated with the state. This is achieved by step 4a. If the state is believed to be \textit{not} holding, then it must have just started; otherwise, it has just been perceived to persist. In the first case, algorithm \texttt{state\_start} gets initiated. The algorithm is shown in Figure 17. The only difference between this and algorithm \texttt{start\_ceive} is that it, first, adds a new belief about the state holding to the belief space.

If an element of $S^\dagger$ has just started to be perceived with Cassie having no beliefs about whether it holds, then algorithm \texttt{state\_persist} gets initiated by step 4c of \texttt{state\_change}. This algorithm is shown in Figure 18. It is very similar to algorithm \texttt{start\_perceive} with the extra step of introducing a new belief into Cassie's belief space. Note that, given the sixth principle of change, the algorithm assumes that its state-argument does not occupy any proprioceptive modalities.

Step 5 of \texttt{state\_change} processes members of the set $S^\dagger$. Regardless of whether some $s_i \in S^\dagger$ has actually ceased or simply ceased to be perceived, perception modality variables must be updated to reflect the lack of perceptual information about $s_i$ (as indicated by pre-condition 4). This is the function of algorithm \texttt{cease\_perceive} of Figure 19.

Step 6 initiates algorithm \texttt{setup\_new\_MTF} of Figure 10 which is responsible
Algorithm start cease(s, t)
1. start proprioceive(s, t).
2. start perceive(s, t).

Figure 14: Algorithm start cease.

Algorithm start proprioceive(s, t)
1. If Mod prop(s) ≠ {}, then
   for all μ ∈ Mod prop(s), μ ← MHold(s, t).

Figure 15: Algorithm start proprioceive.

Algorithm start perceive(s, t)
1. If Mod per(s) is defined, then
   Mod per(s) ← *Mod per(s) ∪ {MHold(s, t)}.

Figure 16: Algorithm start perceive.

Algorithm state start(s, t)
1. β ← β ∪ {MHold(s, t)}.
2. start cease(s, t).

Figure 17: Algorithm state start.

Algorithm state persist(s, t)
1. β ← β ∪ {MHold(s, t)}.
2. start perceive(s, t).

Figure 18: Algorithm state persist.
Algorithm `cease_perceive(s)`

1. If $\text{Mod}_{\text{per}}(s)$ is defined, then
   \[\text{Mod}_{\text{per}}(s) \leftarrow \text{Mod}_{\text{per}}(s) \setminus \{\text{Mholds}(s, t)\}\]

Figure 19: Algorithm `cease_perceive`.

for the actual movement of NOW and the construction of the new NOW-MTF.\footnote{In Section 11, we will introduce a revised version of algorithm `setup_newMTF` which guarantees that, if any of the members of $S^\uparrow$ has actually ceased, then Cassie’s beliefs would reflect this fact.} The final step of the algorithm initiates forward inference on all of the new assertions of states holding. See Section 6 for the reasoning behind this step.

In addition to its pre-conditions, algorithm `state_change` has a number of significant post-conditions.

**Theorem 8.1** For every $s \in \text{Temp}$ and $i \in \mathbb{N}$ ($i > 1$), if, at $[\text{NOW}_{i-1}]$, algorithm `state_change` gets initiated with $s \in S^\uparrow$, then, following the execution of the algorithm, there is some $t \in \Psi(T)$ such that $\beta \vdash \text{Mholds}(s, t)$, and either, for some $\mu \in \mathcal{M}_{\text{prop}}$, $\mu = \text{Mholds}(s, t)$ or, for some $\mu \in \mathcal{M}_{\text{per}}$, $\text{Mholds}(s, t) \in *\mu$.

**Proof.** Let $s$ be an arbitrary member of $S^\uparrow$. At $[\text{NOW}_{i-1}]$, it is either the case that (i) $\beta \vdash \text{Holds}(s, *\text{NOW}_{i-1})$, (ii) $\beta \vdash \neg\text{Holds}(s, *\text{NOW}_{i-1})$, or (iii) $\beta \not\vdash \text{Holds}(s, *\text{NOW}_{i-1})$ and $\beta \not\vdash \neg\text{Holds}(s, *\text{NOW}_{i-1})$. Consider each case.

(i) Suppose that, at $[\text{NOW}_{i-1}]$, $\beta \vdash \text{Holds}(s, *\text{NOW}_{i-1})$. By step 3 and Axiom 7.1, there is some $t \in \Psi(T)$ such that $\beta \vdash \text{Mholds}(s, t)$. This proves the first conjunct in the consequent of the statement of the theorem. Step 3 initiates algorithm `start_perceive` with arguments $s$ and $t$. By pre-condition 2, either there is some $\mu \in \mathcal{M}_{\text{prop}}$ such that $[\mu]$ occupies the modality corresponding to $\mu$, or there is some $\mu \in \mathcal{M}_{\text{per}}$ such that $[\mu]$ is perceived via the modality corresponding to $\mu$. In the first case, following the execution of algorithm `start_proprioceive`, there is some $\mu \in \mathcal{M}_{\text{prop}}$ such that $*\mu = \text{Mholds}(s, t)$. By Axiom 8.1, there is no $s' \in S^\uparrow$ ($s' \neq s$) occupying the modality corresponding to $\mu$. Therefore, subsequent initiations of `start_proprioceive` through the end of `state_change` do not change the value of $\mu$. In the second case, following the execution of algorithm `start_perceive`, there is some $\mu \in \mathcal{M}_{\text{per}}$ (namely $\text{Mod}_{\text{per}}$, as per Axiom 8.4) such that $\text{Mholds}(s, t) \in *\mu$. The only place in `state_change` where the proposition $\text{Mholds}(s, t)$ may be removed from $*\mu$ is algorithm `cease_perceive` in step 5. But, given the pre-conditions, $S^\uparrow$ and $S^\downarrow$ are disjoint, and algorithm `cease_perceive` never gets applied to $s$. Therefore $\text{Mholds}(s, t)$ continues to be a member of $*\mu$ through the end of `state_change`.

(ii) Suppose that, at $[\text{NOW}_{i-1}]$, $\beta \vdash \neg\text{Holds}(s, *\text{NOW}_{i-1})$. By step 4b, algorithm
state\_start gets initiated with \( s \) and \( t \) as arguments, where \( t \) is the new interval introduced in step 4a. By step 1 of state\_start, \( \beta \vdash \text{MHold}(s, t) \), which proves the first conjunct of the consequent of the theorem. The proof of the second conjunct follows that of part (i) above.

(iii) Suppose that, at \( \llbracket *\text{NOW}_{i-1} \rrbracket \), \( \beta \not\vdash \text{Hold}(s, *\text{NOW}_{i-1}) \) and \( \beta \not\vdash \neg\text{Hold}(s, *\text{NOW}_{i-1}) \).

By step 4c, algorithm state\_persist gets initiated with \( s \) and \( t \) as arguments, where \( t \) is the new interval introduced in step 4a. By step 1 of state\_persist, \( \beta \vdash \text{MHold}(s, t) \), which proves the first conjunct of the consequent of the theorem. Step 2 of algorithm state\_persist initiates algorithm start\_perceive with \( s \) and \( t \) as arguments. By the sixth principle of change, \( \llbracket s \rrbracket \) cannot be occupying a propri-ceptual modality. Therefore, given pre-condition 2, there is some \( \mu \in \mathcal{M}_{\text{per}} \) such that \( \llbracket s \rrbracket \) is perceived via the modality corresponding to \( \mu \). Thus, following the execution of start\_perceive, there is some \( \mu \in \mathcal{M}_{\text{per}} \) such that \( \text{MHold}(s, t) \in *\mu \). Following the proof of part (i), \( \text{MHold}(s, t) \) continues to be a member of \( *\mu \) through the end of state\_change. □

A corresponding result holds for members of \( \mathcal{S}^\downarrow \).

**Theorem 8.2** For every \( s \in \text{TEMP} \) and \( i \in \mathbb{N} \ (i > 1) \), if, at \( \llbracket *\text{NOW}_{i-1} \rrbracket \), algorithm state\_change gets initiated with \( s \in \mathcal{S}^\downarrow \), then, following the execution of the algorithm, there is no \( t \in \mathcal{T} \) such that for some \( \mu \in \mathcal{M}_{\text{prop}} \), \( *\mu = \text{MHold}(s, t) \) or, for some \( \mu \in \mathcal{M}_{\text{per}} \), \( \text{MHold}(s, t) \in *\mu \).

**Proof.** Let \( s \) be an arbitrary member of \( \mathcal{S}^\downarrow \). Given pre-condition 3, suppose that there is some \( t \in \mathcal{T} \) and \( \mu \in \mathcal{M}_{\text{prop}} \) such that \( *\mu = \text{MHold}(s, t) \). By pre-condition 4 and the third principle of change, there is some \( s' \in \mathcal{S}^\uparrow \) that occupies the modality corresponding to \( \mu \). By the proof of Theorem 8.1, a proposition \( \text{MHold}(s', t') \) (for some \( t' \in \Psi(\mathcal{T}) \)) overwrites the contents of \( \mu \). On the other hand, suppose that there is some \( t \in \mathcal{T} \) and \( \mu \in \mathcal{M}_{\text{per}} \) such that \( \text{MHold}(s, t) \in *\mu \). By Axiom 8.4, \( \mu = \text{Mod}_{\text{per}}(s) \). Following the execution of algorithm cease\_perceive in step 4 with \( s \) as an argument, the proposition \( \text{MHold}(s, t) \) gets removed from \( *\text{Mod}_{\text{per}}(s) \). Since \( \mathcal{S}^\downarrow \) and \( \mathcal{S}^\uparrow \) are disjoint (given the pre-conditions), then the result of Theorem 8.1 does not apply to any of the members of \( \mathcal{S}^\downarrow \). Therefore, following the execution of state\_change there is no \( t \in \mathcal{T} \) such that, following the execution of the algorithm, for some \( \mu \in \mathcal{M}_{\text{prop}} \), \( *\mu = \text{MHold}(s, t) \) or, for some \( \mu \in \mathcal{M}_{\text{per}} \), \( \text{MHold}(s, t) \in *\mu \). □

**Theorem 8.3** For every \( s \in \text{TEMP} \) and \( i \in \mathbb{N} \ (i > 1) \), if, at \( \llbracket *\text{NOW}_{i-1} \rrbracket \), algorithm state\_change gets initiated with \( s \in \mathcal{S}^\uparrow \), then, following the execution of the algorithm, \( \beta \vdash \text{Hold}(s, *\text{NOW}_{i}) \).

**Proof.** Let \( s \) be an arbitrary member of \( \mathcal{S}^\uparrow \). Given the proof of Theorem 8.1, there is some \( t \in \mathcal{T} \) such that, just before executing step 6 of algorithm state\_change,
for some \( \mu \in \mathcal{M}_{\text{prop}} \), \( *\mu = \text{M}_{\text{Hold}}(s,t) \) or, for some \( \mu \in \mathcal{M}_{\text{per}} \), \( \text{M}_{\text{Hold}}(s,t) \in *\mu \).

Therefore, by executing algorithm \text{setup new MTF}, NOW moves from \( *\text{NOW}_{i-1} \) to \( *\text{NOW}_i \) and either step 3 or step 6 adds the proposition \( *\text{NOW}_i \models t \) to \( \beta \). Since, by Theorem 8.1, \( \beta \vdash \text{M}_{\text{Hold}}(s,t) \), then, given \text{AS2} and \text{AS3}, \( \beta \vdash \text{Holds}(s,*\text{NOW}_i) \). Since \( s \) is arbitrary, then the result follows for all \( s \in S^\uparrow \). \( \square \)

Given the above theorem, two corollaries readily follow.

**Corollary 8.1** For every \( s \in \Psi(\text{TEMP}) \) and \( i \in \mathbb{N} \) \((i > 1)\), if, at \( [\![*\text{NOW}_{i-1}]\!] \), \( \beta \vdash \neg \text{Holds}(s,*\text{NOW}_{i-1}) \) and algorithm \text{state change} gets initiated with \( s \in S^\uparrow \), then Cassie determines that \( s \) starts to hold at \( *\text{NOW}_i \).

**Proof.** Follows directly from Definition 8.2 and Theorem 8.3. \( \square \)

**Corollary 8.2** For every \( s \in \text{TEMP} \) and \( i \in \mathbb{N} \) \((i > 1)\), if, at \( [\![*\text{NOW}_{i-1}]\!] \), \( \beta \not\vdash \neg \text{Holds}(s,*\text{NOW}_{i-1}) \) and \( \beta \vdash \text{Holds}(s,*\text{NOW}_{i-1}) \), and algorithm \text{state change} gets initiated with \( s \in S^\uparrow \), then Cassie determines that \( s \) persists at \( *\text{NOW}_i \).

**Proof.** Follows directly from Definition 8.3 and Theorem 8.3. \( \square \)

The above corollaries show that, as a side-effect, the execution of algorithm \text{state change} results in Cassie’s determining that states start or persist. In what follows, we shall make the following complementary assumption: if, through perception or proprioception, Cassie determines that a state starts or persists, then this may only be an effect of executing algorithm \text{state change}. In other words, algorithm \text{state change} is the only component of the system responsible for Cassie’s determining the start or persistence of states through perception or proprioception.

As pointed out above, separate algorithms are responsible for the direct assertion of state change. Direct assertion of persistence is the responsibility of algorithm \text{assert persist} of Figure 20. Asserting onsets and cessations are done through the two algorithms shown in Figures 21 and 22, respectively. The algorithms should be self-evident. The only thing to note is that algorithms \text{assert persist} and \text{assert start} are quite similar. The crucial differences are (i) the pre-conditions of each algorithm and (ii) the fact that executing \text{assert start} results in NOW moving while executing \text{assert persist} does not. Also note step 3 of algorithm \text{assert cease} where the ceasing states are asserted to have moved into the past. If, in a particular implementation, it is decided that Cassie should filter out any direct assertions about states of her body, then the above algorithms constitute the locations of such filters.

Given these algorithms we can easily prove the following results.
Pre-Conditions:

1. If $\ast$NOW$^i_1 = \ast$NOW$_i$ for some $i > 1$, then, for every $s \in S$, $\beta \vdash$ Holds($s, \ast$NOW$_{i-1}$).
2. If $\ast$NOW$^i_2 = \ast$NOW$_i$ for some $i > 1$, then, for every $s \in S$, $\beta \vdash \neg$Holds($s, \ast$NOW$_{i-1}$).

Algorithm assert_persist($S \subseteq \text{TEMP}$)

1. $P_{\text{new}} \leftarrow \{}$.
2. For all $s_i \in S$
   3. Pick some $t_i \in T$, such that $t_i \notin \Psi(T)$.
   4. $\beta \leftarrow \beta \cup \{ \text{MHold}(s_i, t_i), \ast\text{NOW} \sqsubseteq t_i \}.$
   5. $P_{\text{new}} \leftarrow P_{\text{new}} \cup \{ \text{MHold}(s_i, t_i) \}.$
6. Forward($P_{\text{new}}$).

Figure 20: Algorithm assert_persist.

Theorem 8.4 For every $s \in \text{TEMP}$ and $i \in \mathbb{N}$ ($i > 1$), if algorithm assert_persist is initiated at $[\ast$NOW$_i$] with $s \in S$, then Cassie determines that $s$ persists at $\ast$NOW$_i$.

Proof. For every $s \in S$, by step 4 of assert_persist, AS2, and AS3, $\beta \vdash$ Holds($s, \ast$NOW$_i$) at $[\ast$NOW$_i]$; following the execution of the algorithm. Given the pre-conditions of assert_persist and Definition 8.3, Cassie determines that $s$ persists at $\ast$NOW$_i$. □

Theorem 8.5 For every $s \in \text{TEMP}$ and $i \in \mathbb{N}$ ($i > 1$), if algorithm assert_start is initiated at $[\ast$NOW$_{i-1}]$ with $s \in S$, then Cassie determines that $s$ starts to hold at $\ast$NOW$_i$.

Proof. Given the pre-condition of assert_start and Definition 8.2, the proof follows that of Theorem 8.4. □

Theorem 8.6 For every $s \in \text{TEMP}$ and $i \in \mathbb{N}$ ($i > 1$), if algorithm assert cease is initiated at $[\ast$NOW$_{i-1}]$ with $s \in S$, then Cassie determines that $s$ ceases to hold at $\ast$NOW$_i$.

Proof. For every $s \in S$, by step 3 of assert cease, $\beta \vdash \neg$Holds($s, \ast$NOW$_i$) at $[\ast$NOW$_i]$, following the execution of the algorithm. Given the pre-condition
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Pre-Conditions:

1. For every \( s \in S \), \( \beta \vdash \neg\text{Holds}(s,*\text{NOW}) \).

Algorithm assert\_start(\( S \subseteq \text{TEMP} \))

1. setup\_new\_MTF.
2. \( P_{\text{new}} \leftarrow \{\}. \)
3. For all \( s_i \in S \)
   4. Pick some \( t_i \in \mathcal{T} \), such that \( t_i \not\in \Psi(T) \).
   5. \( \beta \leftarrow \beta \cup \{\text{MHold}(s_i,t_i),*\text{NOW} \sqcap t_i\}. \)
   6. \( P_{\text{new}} \leftarrow P_{\text{new}} \cup \{\text{MHold}(s_i,t_i)\}. \)
7. Forward(\( P_{\text{new}} \)).

Figure 21: Algorithm assert\_start.

Pre-Conditions:

1. For every \( s \in S \), \( \beta \vdash \text{Holds}(s,*\text{NOW}) \).

Algorithm assert\_cease(\( S \subseteq \text{TEMP} \))

1. old\_now \( \leftarrow \) *NOW.
2. setup\_new\_MTF.
3. For all \( s_i \in S \)
   \( \beta \leftarrow \beta \cup \{\neg\text{Holds}(s_i,*\text{NOW}),t_i \prec *\text{NOW}\} \) where \( t_i \) is a situation interval associated with \( s_i \) such that \( \beta \vdash \text{old\_now} \sqcap t_i \).

Figure 22: Algorithm assert\_cease.
PRE-CONDITIONS:

1. For every $s \in S$, there is some $\mu \in \mathcal{M}_{\text{prop}}$ such that $[s]$ occupies the modality corresponding to $\mu$, or there is some $\mu \in \mathcal{M}_{\text{per}}$ such that $[s]$ is perceived via the modality corresponding to $\mu$.

Algorithm initialize($S \in \text{TEMP}$)

1. $P_{\text{new}} \leftarrow \{\}$.
2. initialize NOW.
3. For all $s_i \in S$
   4. Pick some $t_i \in T$ such that $t_i \notin \Psi(T)$.
   5. state start($s_i, t_i$).
   6. $\beta \leftarrow \beta \cup \{\text{NOW} \sqsubset t_i\}$.
   7. $P_{\text{new}} \leftarrow P_{\text{new}} \cup \{\text{Mholds}(s_i, t_i)\}$.
8. Forward($P_{\text{new}}$).

Figure 23: Algorithm initialize.

of assert cease and Definition 8.5, Cassie determines that $s$ ceases to hold at *NOW$_i$.

Similar to the assumption we made regarding algorithm state change, we assume that algorithms assert persist, assert start, and assert cease provide the sole means by which Cassie may determine, through direct assertion, that a state persists, starts, or ceases, respectively. Such assumptions are needed to be able to prove further results about the system (see Sections 10.4 and 12).

Before concluding this section, one final algorithm needs to be introduced. This algorithm takes care of all the initialization procedures required by the system. Figure 23 shows the algorithm which basically sets up the first NOW-MTF. Step 2 initiates algorithm initialize NOW of Figure 4. The rest of the steps update the belief space and modality variables to reflect states of Cassie's body or the perceived environment as Cassie starts operating.
9 The Perception of Time

The moving NOW provides Cassie with some sense of temporal progression. Nevertheless, the perception of time is not only confined to distinguishing a present moment or a chain of NOW-MTFs; it crucially involves a feel of the amount of time taken up by different intervals. In this section, we shall examine alternative means by which we can model this aspect of time perception. A particular model, partially-based on pacemaker theories (see Section 5), will be developed in Section 9.3.

9.1 Knowing and Feeling

Before setting out to discuss alternative models, we need to make a distinction between two concepts: the knowledge of a duration, and the feel thereof. Cassie's knowledge of the duration of some time interval, \( t \), is represented by a proposition, \( \text{Dur}(t, q) \), in \( \beta \), where \( q \) is the amount of time representing the duration of \( t \) (see Section 7.2). Such knowledge may come from any of the three sources mentioned in Section 6: direct assertion, inference, or bodily-feedback. There are no restrictions on whether \( t \) is in a NOW-MTF or a non-NOW-MTF. Thus, Cassie may have knowledge of the durations of events that she did not witness, but merely heard of from a third person. On the other hand, a feel of the duration of an interval requires a first-person experience of that interval. Formally, Cassie has a feel of the duration of an interval \( t \) only if every MTF in \( \text{Span}(t) \) is a NOW-MTF. That is, if every piece of \( t \) is in Cassie's chain of consciousness.

If knowledge of durations is represented by conscious beliefs, what is a feel, and how could it be represented? An analogy from the good old domain of color cognition may help. What do we know about colors? Two things. First, we have a mental entity that may be associated with a name for the color: "red", "blue", "green", etc. Second, if we have seen an object of that color, we would have a feel, or perceptual experience, associated with the mental entity. In case we do not have a name for a color, the only possible way to express it is to use variations of "the color of this or that object". In our formal framework, the name of the color resides at the KL, and the feel, or perceptual experience, exists at the PML. Similarly, we have two corresponding notions for time intervals: mental entities, represented by symbols in \( T \); and perceptual experiences, represented by PML structures. Associations between KL and PML structures are represented by an alignments set (Shapiro, 1998). Essentially, the alignment set, \( \mathcal{A} \), is a set of pairs, \( \langle \tau, \pi(\tau) \rangle \), where \( \tau \) is some KL term and \( \pi(\tau) \) is the PML structure representing the perceptual experience, or feel, associated with \( \tau \). Thus, whereas knowledge of the duration of an interval, \( t \), is represented by a belief in \( \beta \), a feel for that duration is represented by a pair \( \langle t, \pi(t) \rangle \) in \( \mathcal{A} \). Of course, Cassie may have both a feel, \( \langle t, \pi(t) \rangle \), and a belief, \( \text{Dur}(t, q) \),
about the duration of \( t \). It is the duty of PML recognition processes to generate the appropriate \( q \), given some \( \pi(t) \). We assume the existence of a mapping, \( \rho \), that would map \( \pi(t) \) to the appropriate term in \( Q \) (see Figure 24, where \( \delta \) maps a time interval to the duration associated with it in \( \beta \)). The exact characterization of \( \rho \) depends on the nature of PML representations and the interpretation of elements of \( Q \).

9.2 The Contents of an Interval

The basic claim of the cognitive theories of duration perception (Levin and Zakay, 1989, for instance) is that the contents of an interval provides the feel for its duration. The more the events happening within an interval, the longer it feels. The framework developed in the previous section readily provides such a measure; the larger \( |\text{Span}(t)| \), the longer \( t \) feels. Thus, \( |\text{Span}(t)| \) seems to provide a pretty good measure for the duration of \( t \) as dictated by cognitive theories. Nevertheless, there are two problems with such an approach. First, the contents of a duration in cognitive theories include both external events as well as internal mental events. According to the Second Principle of Change, NOW moves only when a change that Cassie is aware of takes place. As pointed out in Section 7.4, Cassie is not aware of internal changes caused by mental events, such as inference, only of external environmental events. Thus, \( |\text{Span}(t)| \) is a very rough and inaccurate measure of duration. Second, even if Cassie is aware of mental events, unlike humans, an artificial agent is not always busy-minded. Unless it is occupied with a particular reasoning task, typically triggered by some external event (including a query by a human operator), an artificial
agent is “unconscious” most of the time. Thus, Span(t) would still be rather empty, and an inaccurate measure of the duration of t.

Even more important, note that relative durations are not maintained by |Span(t)|. Suppose that an interval \( t_1 \) is actually (i.e., for us, humans) much longer than an interval \( t_2 \). Using spans as measures for duration may make Cassie come to believe that \( t_2 \) is longer than \( t_1 \) just because she became aware of more events during the former. Now one may argue that this is actually reasonable. For what we want to represent is Cassie’s sense of time, not her knowledge of ours. Thus, for Cassie, \( t_2 \) is actually longer than \( t_1 \). There are however two responses. First, one thing that we would like to represent is temporal regularity: that all occurrences of some event take almost the same amount of time to happen. This kind of regularity is lost if the feel for the durations of those occurrences is dependent on something as irregular as the changes that Cassie becomes aware of during them. Second, artificial agents typically operate in environments where they interact with humans. For this interaction to be effective, something as basic as the sense of time, should be unified. If Cassie were to operate in an environment inhabited by agents with similar perceptual capacities, and where all the relevant changes are perceivable, then |Span(t)| may be a good measure of durations. However, as long as artificial agents operate among us, humans, they need to be adapted to our environment.

9.3 The Pacemaker

One problem with using the span of an interval as a measure for its duration, is that spans only represent the number of changes that happened during the interval; they do not carry any information about the amounts of time between those changes. It seems that if there is some means by which we can characterize those amounts, then the duration of an interval is simply the sum of all amounts of time between changes that happened within it. Note that the amount of time between two changes is essentially the duration of an MTF or the smallest element thereof.

Thus, the base case is the feel of durations of atomic intervals. In particular, the durations of NOW-intervals, since one can only have a feel of a duration if all the MTFs in its span are NOW-MTFs. The question then is how to account for this base case. What is it that may provide the feel for the duration of a NOW-interval? Note that one cannot resort to the number of changes, since NOW-intervals are atomic. We are, therefore, left with only one option: some sort of a pacemaker. Our pacemaker is a PML process; essentially, a counter that starts counting once the agent comes to life (i.e., starts operating), and is reset every time NOW moves. More specifically, a PML process periodically increments the integer value of a meta-theoretical (PML) variable, COUNT and a revised version of algorithm move_NOW (see Figure 25) resets it. The revised move_NOW aligns *NOW with the number of ticks produced by the
Algorithm move_NOW

1. Pick some \( t \in \mathcal{T} \), such that \( t \not\in \Psi(\mathcal{T}) \).
2. \( \beta \leftarrow \beta \cup \{ \text{NOW} < t, \text{Dur}(\text{NOW}, \rho(\text{COUNT})) \} \).
3. \( \mathcal{A} \leftarrow \mathcal{A} \cup \{ \{ \text{NOW}, \text{COUNT} \} \} \).
4. \( \text{COUNT} \leftarrow 0. \)
5. \( \text{NOW} \leftarrow t. \)

Figure 25: A revised version of move_NOW that aligns NOW-intervals with PML structures representing Cassie’s sense of their duration.

Algorithm initialize_NOW

1. Pick some \( t \in \mathcal{T} \), such that \( t \not\in \Psi(\mathcal{T}) \).
2. \( \text{COUNT} \leftarrow 0. \)
3. \( \text{NOW} \leftarrow t. \)

Figure 26: A revised version of initialize_NOW that resets the PML variable COUNT.

pacemaker since the last time NOW moved (step 3), thus providing a feel for its duration. Figure 26 shows a similarly revised version of algorithm initialize_NOW. There are a couple of things to note.

1. Ticks of the pacemaker at the PML, do not correspond to NOW-intervals at the KL. The dynamics of NOW is still governed by Axioms 7.3 and 7.4. The pacemaker merely provides the feel for the duration of NOW-intervals.

2. The rate at which COUNT is incremented is not significant so long as it is (i) constant, and (ii) fast enough to provide different feels for intervals whose durations need to be distinguished as dictated by the domain of application.

Now, let us take a careful look at step 3 of the algorithm. A new pair is added to the alignments set, \( \mathcal{A} \), thereby extending it. Recall that a pair \( \langle x, y \rangle \) in \( \mathcal{A} \) represents an association between a KL term and a PML structure representing its perceptual, or bodily, experience. We assume, and may argue, that if \( \langle x, y_1 \rangle \in \mathcal{A} \) and \( \langle x, y_2 \rangle \in \mathcal{A} \), then \( y_1 = y_2 \). Thus, the set \( \mathcal{A} \) may be thought of as an extensional representation of a function—a partial function from KL terms to PML structures. In this case,
we can use $A(\tau)$ to refer to the PML structure associated with the term $\tau$ in $A$. But recall that, in Section 9.1 (also see Figure 24), we have indicated that pairs in $A$ are of the form $\langle \tau, \pi(\tau) \rangle$, where $\pi$ is a function that maps $\tau$ into its perceptual experience. Is there a difference between $\pi$ and $A$ (conceived as a function)? For most sorts of KL terms, $\pi$ and $A$ are indeed identical, but for terms in $\mathcal{T}$ there is a subtle difference between them. Following standard notation, let $\pi|_T$ and $A|_T$ be the restrictions of $\pi$ and $A$ to $\mathcal{T}$, respectively. Note that $A|_T$ (and, in general, $A$) is extensionally-defined, that is, $A|_T(t)$ is defined only if a pair $\langle t, \pi|_T(t) \rangle$ is in $A$.

$\pi|_T$, on the other hand, is intensionally-defined; there is an effective procedure for computing $\pi|_T(t)$, whenever possible. By “whenever possible”, we are stressing the partiality of $\pi|_T$; recall that $\pi|_T$ is defined for $t$ only if all the members of Span(t) are NOW-MTFs. Thus, for some terms, there are occasions in which $\pi|_T$ is defined and $A|_T$ is not.

To see what those occasions may be, note that the perceptual experience of an interval, the feel for its duration, evolves over time, as long as the interval has not moved into the past. Thus, $\pi|_T(t)$ increases with time until *NOW is no longer a subinterval of $t$. At this point, $\pi|_T(t)$ reaches a steady-state value which is the one that gets permanently associated with $t$. That is, $A|_T(t)$ is the steady state value of $\pi|_T(t)$ (see Figure 27).

Note that, just like atomicity, spans, and MTFs, $\pi|_T$ is time-dependent. Actually, the same applies to $A$, for, with time, the domain of $A$ gets broader as more entities are perceived. But the dependency of $\pi|_T$ on time is more radical; for a particular $t \in \mathcal{T}$, $\pi(t)$ changes with time as per Figure 27.

Note that the horizontal coordinate of the origin in Figure 27 does not correspond to zero-time, the time Cassie comes to life. Rather, it corresponds to the time at which $t$ is first conceived of, moving into $\Psi(\mathcal{T})$. The steady state value is reached once $t$ expires and moves into the past. Note that $\pi(*NOW)$ is *COUNT which increases.

Figure 27: The behavior of $\pi(t)$ over time.
linearly with time due to the constant rate of the pacemaker. Step (3) in Figure 25 simply associates \*NOW with the steady state value of \(\pi(\text{\*NOW})\). For a non-atomic interval, \(t\), \(\pi(t)\) is defined according to the following equation.

\[
\pi(t) = \sum_{\Phi(t_i) \in \text{Span}(t)} \pi(t_i)
\]

(1)

As long as \*NOW is a subinterval of \(t\), the value computed according to the above equation monotonically-increases with time, reflecting the increase in both \(\text{Span}(t)\) and \(\pi(\text{\*NOW})\). Once \(t\) has moved into the past \(\pi(t)\) reaches its steady state value, \(\mathcal{A}(t)\).

Having pointed out the various properties of \(\pi|_{\mathcal{F}}\), the mapping from KL terms to PML structures, we now direct our attention to the other direction, the recognition mapping \(\rho\).

### 9.4 From Feeling to Knowing

First, let us examine what properties of \(\rho\) are reasonable for what we take it to represent. For one thing, it is reasonable to assume that \(\rho\) is a function, that is, it maps an element of its domain to one and only one element of its range. This is the least we can require of a recognition mapping. The question now is whether it is one-to-one or many-to-one. Being one-to-one implies a very sharp recognition function, one that allows Cassie to consciously distinguish between two durations no matter how similar they feel. Typically, however, conscious knowledge is much coarser than perceptual experience. For example, we use the same word, “red”, to refer, not to a single sharp wave length, but to a band thereof. This is not to say that our perception does not distinguish different shades or hues of red, it is just that those distinctions have no impact on reasoning and communication. Therefore, we shall take \(\rho\) to be many-to-one, with elements of \(\mathcal{Q}\) corresponding to ranges of numbers at the PML. Note that this is not an innovation; it is a standard practice in qualitative physics (Forbus, 1984, for example). This choice is also grounded in our interpretation of elements of \(\mathcal{Q}\) as representing intuitions about typical amounts. Because of their inherent vagueness, typical amounts are best viewed as ranges, rather than specific values.

Another question is whether \(\rho\) should be an onto function. This would imply that every term in \(\mathcal{Q}\) corresponds to some perceptual experience. Although, in principle, this may happen to be the case, we opt for the more liberal interpretation, and do not require \(\rho\) to be onto. The reason is that Cassie may conceive of amounts that she may never experience, due to limitations on perception. For example, even though we can reason about nano-seconds, or construct thought experiments about the speed of light, we cannot hope (at least for a while) to be able to have a direct
Algorithm $\eta(n \in \mathbb{N})$

1. If $n = 0$ then, return $0$.
2. Return $1 + \text{round}(\log_{10}(n))$.

Figure 28: Definition of the function $\eta$.

experience of how a nano-second feels, or how traveling at the speed of light may affect our sense of time.

To precisely establish the mapping $\rho$, we should decide on some partitioning of the set of natural numbers into intervals that correspond to elements of $\mathcal{Q}$. Admittedly, any partitioning would have to be arbitrary unless based on psychological evidence, which, as far as we know, does not exist. Nevertheless, we can still do better than picking some random partition; we partition the natural numbers into half-orders of magnitude (Hobbs, 2000). According to Hobbs, half-orders of magnitudes (HOMs) partition the positive reals into intervals geometrically-centered around $\sqrt{10}$, i.e., intervals of the form $[\sqrt{10}^{h-\frac{1}{2}}, \sqrt{10}^{h+\frac{1}{2}}]$, where $h$ is a natural number. Hobbs provides data and argues that HOMs seem to be the right level of granularity for representing typical measures.

"... I have observed that people find it ... easy to come up with half-order-of-magnitude estimates and that these are very often just as informative as they need to be. ... This suggests that there is some cognitive basis for thinking in terms of half orders of magnitudes. ... For scales that are isomorphic to the integers or the reals, precise values are often not available. We need coarser-grained structures on scales" (Hobbs, 2000, p. 28).

Since each HOM correspond to a unique natural number, $h$, HOMs are linearly-ordered. Naturally, elements of $\Psi(\mathcal{Q})$ should also be linearly-ordered to reflect the linear hierarchy of HOMs. Order over elements of $\mathcal{Q}$ is established by the function $<_{\mathcal{Q}}$ (see Section 7.2), and beliefs about the relative orders of various typical amounts is induced by the natural order on whole numbers at the PML. A function, $\eta$, maps the natural numbers onto half-orders of magnitude. The algorithm that computes $\eta$ is shown in Figure 28. For some natural number, $n$, $\eta(n)$ evaluates to a natural number $h$, such that, if $n = 0$, $h = 0$. Otherwise, $n$ is within the interval $[\sqrt{10}^{(h-1)-\frac{1}{2}}, \sqrt{10}^{(h-1)+\frac{1}{2}}]$. This identifies the HOM to which $n$ belongs.\footnote{The only reason we add 1 in step 2 of the algorithm is to distinguish the cases where $n = 1$ and $n = 0$. Note that much hangs on this; $\eta$ merely generates natural numbers that uniquely correspond to distinct HOMs.} Elements
Algorithm $\rho(n \in \mathbb{N})$

1. $h \leftarrow \eta(n)$.
2. If there is $q \in \Psi(Q)$ such that $A(q) = h$, then return $q$.
3. Pick some $q \in Q$, such that $q \notin \Psi(Q)$.
4. $A \leftarrow A \cup \{(q, h)\}$
5. $\text{min} \leftarrow \{q' | A(q') = h' \land h' < h\}$.
6. $\text{max} \leftarrow \{q' | A(q') = h' \land h < h'\}$.
7. If $\text{min}$ is not empty, then $\beta \leftarrow \beta \cup \{q_{\text{min}} < Q q\}$, where $q_{\text{min}}$ is the greatest element of the linearly-ordered poset $\langle \text{min}, <_Q \rangle$.
8. If $\text{max}$ is not empty, then $\beta \leftarrow \beta \cup \{q < Q q_{\text{max}}\}$, where $q_{\text{max}}$ is the smallest element of the linearly-ordered poset $\langle \text{max}, <_Q \rangle$.
9. return $q$.

Figure 29: The recognition function $\rho$.

of $Q$ are associated in $A$ with whole numbers corresponding to the HOMs they represent. Figure 29 shows the algorithm that computes the function $\rho$, given some some positive real number, $n$. Step (1) computes the HOM of $n$. Step (2) simply checks if a $Q$-term corresponding to the HOM of $n$ has already been introduced into $\Psi(Q)$. If not, step (3) introduces a new term. Steps (5) through (8) make sure that the new term is inserted in the appropriate position within the $<_Q$-chain of elements in $\Psi(Q)$. Figure 30 depicts a commuting diagram for time intervals and their durations across the KL-PML interface. Note that, except for $\eta$, all the mappings depicted are partial.

The above algorithm guarantees that the image of $\rho$ is linearly-ordered by $<_Q$. That is, symbols denoting durations of intervals for which Cassie has a feel are linearly-ordered. What about intervals for which Cassie has no perceptual experience? For example, suppose that we tell Cassie, by direct assertion, that $\text{Dur}(t, q)$, for some new $t$. Even though $A(t)$ is not defined, Cassie may still know the position of $q$ within the $<_Q$-chain. First, $q$ may already be in the chain, which would happen if $A(q)$ is defined. Second, there could be some $q'$ in the $<_Q$-chain such that $\text{Equiv}(q, q')$ is in $\beta$, in which case, both $q$ and $q'$ would occupy the same location in the chain. Otherwise, Cassie would not know the exact position of $q$ unless she is
The diagram shows a commutative diagram with the following labels:

- \( \Psi(T) \) and \( \Psi(Q) \) are functions.
- \( \delta \) is a mapping from \( \Psi(T) \) to \( \Psi(Q) \).
- \( \rho \) is a mapping from \( \mathcal{A} \mid T \) to \( \mathcal{A} \mid Q \).
- \( \eta \) is a mapping from \( N \) to \( N \).

Figure 30: Commuting diagram for time intervals and their durations across the KL-PML interface.

Now, there are two caveats that should be brought to the reader’s attention.

1. Ideally, we should be able to make the strong assertion that the image of \( \rho \) is exactly the \( <_Q \)-chain. That is, Cassie may only know the location of an amount in the \( <_Q \)-chain if she has a perceptual experience of some interval, \( t \), such that \( \text{Dur}(t,q) \). Nevertheless, we opt for a weaker assertion: we assume the image of \( \rho \) to be a subset of the \( <_Q \)-chain, while maintaining that only amounts for which \( \mathcal{A} \) is defined are in the chain. This implies that there may be amounts for which \( \mathcal{A} \) is defined and that, nonetheless, are not in the image of \( \rho \) (nor \( \delta \), for that matter). These are amounts representing the typical durations of states. More specifically, they are terms in the set \( \{q \mid \exists s \mid \beta \vdash \text{Dur}(s,q) \} \}. Admittedly, there is no deep theoretical motivation for this step. However, it does give us a technical benefit. Our solution to the problem of the fleeting now (discussed in the next section) involves Cassie’s comparison of the durations of intervals in the chain of NOW-MTFs to typical durations of states. This requires the relative orders of these durations to be known. In an ideal world, Cassie would be able to learn the typical durations of states by actually experiencing them. This is, indeed, attainable in our model (steps 3 through 8 in Figure 29). For practical purposes, however, we need to be able to hardware associations between terms representing typical durations and HOMs in the alignments set \( \mathcal{A} \).

2. For the purpose of this paper, reasoning about amounts is confined to reasoning about their order. Complex arithmetic reasoning within the KL (i.e., not subconscious PML computations) may be useful for a planning agent, for example. However, such reasoning is essentially probabilistic (Hobbs, 2000, pp. 29-31) and is beyond the scope of this work.

72
10 Seizing the Fleeting Now

10.1 The Lattice of “now”s

Let us now go back to the problem of the fleeting now and try to precisely formalize it within the framework developed in the previous sections. Cassie wonders whether some temporary state, s, holds “now”. This wondering may be initiated by various events, including a direct English query by a human operator. “now” (or, in general, the present tense) is interpreted as *NOW. Thus, Cassie’s wonder initiates a deductive process for Holds(s,*NOW). Assuming that NOW is pointing to some term, t₁, then the deduction is actually for Holds(s,t₁), since *NOW is but a meta-theoretical shorthand for whichever term NOW happens to be pointing to. In order to figure out whether s holds, Cassie performs some sequence of acts, σ. Since these are acts that Cassie herself performs, she is aware of changes corresponding to their onsets and cessations. Therefore, by the First Principle of Change, NOW moves to some different time, t₂. Cassie determines that s indeed persists. According to the algorithms developed in Section 8.6 (particularly, assert_persist, state_persist, and setup_new_MTF), this is recorded by means of two assertions: M Holds(s,t) and *NOW ⊆ t, for some newly-introduced t. By AS₂ and AS₃, this results in Cassie’s coming to believe that Holds(s,*NOW). This belief looks exactly like the one for which the deduction was initiated. Nevertheless, since *NOW is merely a shorthand for t₂, what is deduced is Holds(s,t₂), whereas the deduction is for Holds(s,t₁).

Where exactly does the problem lie? We believe that it lies in the interpretation of “now” as *NOW, the most fine-grained representation of the present time. As pointed out in Section 3, there is generally a collection of intervals representing the present at different levels of granularity. This collection is, in principle, infinite, and Cassie may have a belief to that effect. Nevertheless, at any point, there is only a finite number of those in Ψ(T), and each is introduced by a specific linguistic or reasoning discourse. One such discourse is the query of whether s holds “now”. As pointed out in Section 4, “now” should be interpreted as an interval whose length is neither too short, nor too long, for the typical duration of s. This is the basic intuition. How to translate that into a solution to the problem is the subject of the rest of this section. First, a piece of notation.

Definition 10.1 [.] is a function from the set of NOW-intervals to Ψ(T) such that, for every i ∈ N, [*NOWᵢ] is the set of all reference intervals in Φ(*NOWᵢ). That is, [*NOWᵢ] = {t|t ∈ Φ(*NOWᵢ) and t is a reference interval}.

We can immediately make the following observations.

₃₆Others may believe that the problem lies elsewhere (see Section 10.5 below), but hopefully our solution would satisfy everybody.
Observation 10.1 For every \( i \in \mathbb{N} \), \( [\ast \text{NOW}_i] \) is a temporal frame.

Proof. Since, by definition, \( [\ast \text{NOW}_i] \) is a subset of a temporal frame (namely \( \Phi(\ast \text{NOW}_i) \)), then, by Definition 7.3 (temporal frame), \( [\ast \text{NOW}_i] \) is a temporal frame. \( \square \)

Observation 10.2 For every \( i \in \mathbb{N} \), \( \ast \text{NOW}_i \in [\ast \text{NOW}_i] \).

Proof. Since \( \ast \text{NOW}_i \) is a reference interval (by Axiom 7.2), then, by Definition 10.1, \( \ast \text{NOW}_i \in [\ast \text{NOW}_i] \). \( \square \)

Observation 10.3 \([,] \) is one-to-one.

Proof. Let \( i, j \in \mathbb{N} \) such that \( [\ast \text{NOW}_i] = [\ast \text{NOW}_j] \). Assume that \( \ast \text{NOW}_i \) and \( \ast \text{NOW}_j \) are distinct NOW-intervals. From Theorems 7.1 and 7.2, \( \Phi(\ast \text{NOW}_i) \) and \( \Phi(\ast \text{NOW}_j) \) are distinct NOW-MTFs. By Theorem 7.3 and Proposition 7.2,

\[
\{ \ast \text{NOW}_i, \ast \text{NOW}_j \} \subseteq \Phi(\ast \text{NOW}_i) \triangle \Phi(\ast \text{NOW}_j).
\]

But, by Definition 10.1, \( [\ast \text{NOW}_i] \subseteq \Phi(\ast \text{NOW}_i) \) and \( [\ast \text{NOW}_j] \subseteq \Phi(\ast \text{NOW}_j) \). Therefore, by Observation 10.2,

\[
\{ \ast \text{NOW}_i, \ast \text{NOW}_j \} \subseteq [\ast \text{NOW}_i] \triangle [\ast \text{NOW}_j].
\]

This means that \( [\ast \text{NOW}_i] \) and \( [\ast \text{NOW}_j] \) are not identical, which leads to a contradiction. Therefore, \( \ast \text{NOW}_i = \ast \text{NOW}_j \). Since \( i \) and \( j \) are arbitrary, then the result applies to all members of \( \mathbb{N} \). Therefore, \([,]\) is one-to-one. \( \square \)

Observation 10.4 For every \( i \in \mathbb{N} \) (\( i > 0 \)), \( \{[\ast \text{NOW}_i], \lambda x \lambda y (\beta \vdash x \sqcap y \lor x = y)\} \) is a meet-semilattice.

Proof. Given that \( \sqcap \) is a strict partial order, then, obviously, \( \lambda x \lambda y (\beta \vdash x \sqcap y \lor x = y) \) is a partial order. Since, for every \( t \in [\ast \text{NOW}_i] \), \( \beta \vdash \ast \text{NOW}_i \sqcap t \lor \ast \text{NOW}_i = t \), then every two elements of \( [\ast \text{NOW}_i] \) have an infimum, namely \( \ast \text{NOW}_i \). Therefore, \( \{[\ast \text{NOW}_i], \lambda x \lambda y (\beta \vdash x \sqcap y \lor x = y)\} \) is a meet-semilattice. \( \square \)

We will, henceforth, refer to \( [\ast \text{NOW}_i] \) as the \( i \)th lattice of now’s (or simply the lattice of now’s if the context is clear). It may, or may not, be linearly-ordered to form a stack of “now”s (Ismail and Shapiro, 2000b). The reason \( [\ast \text{NOW}_i] \) is not necessarily linear is that different extended “present”s may just overlap and are not always nested. A collection of reference intervals are nested only if they are all
Algorithm state\_query(s)

1. Pick some \( t \in \mathcal{T} \), such that \( t \notin \Psi(\mathcal{T}) \).
2. \( \beta \leftarrow \beta \cup \{ \text{NOW} \sqsubseteq t, \text{Dur}(t,q) \} \), where \( \beta \vdash \text{SDur}(s,q) \).
3. Initiate deduction for \text{Holds}(s,t).

Figure 31: The algorithm state\_query.

introduced for the first time in the same \([\text{NOW}_i]\). That is, if they represent the same present time at different levels of granularity.

To solve the problem of the fleeting now, two points need to be revised:

1. How queries about states holding “now” are represented, and
2. How beliefs about states holding “now” are recorded.

The first point has already been discussed in Section 4. Figure 31 shows the algorithm state\_query which outlines the steps taken whenever Cassie wonders whether some state, \( s \), holds “now”. Basically, a new reference interval is introduced, and its duration is restricted to be within the same HOM as the typical duration of the state \( s \) (but see below for a revision of this statement). Note that this new interval is a member of \([\text{NOW}]\).

According to the algorithms of Section 8.6, to record that some state, \( s \), holds, two main assertions are made: \( \text{MHold}(s,t) \), for some new \( t \), and \( \text{NOW} \sqsubseteq t \). The point behind the second assertion is to make sure that Cassie believes that the state holds in the present. Given that we have different representations of the present, the second assertion should be replaced by a set of assertions for the appropriate elements of \([\text{NOW}]\). In Section 4, we hinted that the appropriate elements of \([\text{NOW}]\) are those whose durations are restricted to be less than, or within, the same HOM as the typical duration of \( s \). Figure 32 outlines an algorithm that, given a state, \( s \), and an interval, \( t \), over which it holds, adds a set of assertions to \( \beta \), to make sure that \( t \) includes all of the appropriate “now”s. Basically, \( t \) bubbles up the lattice of “now”s as high as it could, incorporating all those “now”s that fall within its extent. Note that, given the first conjunct of the conditional in step 2, including coarse-grained “now”s within the extent of \( t \) is, technically, a default assumption. Also note that, because of the same conjunct, algorithm state\_present has effect only in the case of determining that a state persists, not that it starts.

How exactly are algorithms state\_query and state\_present linked to the rest of the system? We will answer this question in Section 10.3. But, first, we need to consider a fine adjustment of the algorithms themselves.
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Algorithm $\text{state\_present}(s, t)$

1. For every $t' \in [*\text{NOW}]*$
   2. If $\beta \vdash \neg \text{Holds}(s, t')$
      and $\delta(t') = q$ or $\beta \vdash \delta(t') < q$, where $\beta \vdash \text{SDur}(s, q)$,
         then $\beta \leftarrow \beta \cup \{t' \sqsubset t\}$.

Figure 32: The algorithm $\text{state\_present}$.

10.2 The Backward Projection Factor

Algorithm $\text{state\_present}$ (Figure 32) is supposed to capture the intuition that, when one observes a state holding, they assume that it has persisted and will continue to persist for a while. In particular, whenever a state is observed to be holding, not only is it asserted to be holding over $*\text{NOW}$, the most fine-grained representation of the present, but over all representations of the present whose durations fall within the typical duration of the state. By doing so, we are projecting the state backward in time, which reflects the intuition that the state has not just started. This is very crucial for our proposed solution to the problem of the fleeting now, for it is this backward projection that justifies the agent’s belief that the state held at some past query-time.

Now, the basic idea of backward projection is plausible, but the exact details of the process, embodied in algorithm $\text{state\_present}$, may require some fine-tuning. Consider the example of the agent checking whether John is having lunch (see Section 4). The query takes place at 12:15 p.m. and let us say that the typical duration of having lunch is between 15 and 30 minutes. Suppose that, for some reason, the agent could only reach John’s office at 12:40 p.m., when he sees John eating. Now, the time between the query and observation events is indeed within the 15-to-30-minutes window of having lunch, but is it reasonable for the agent to assume, by perceiving John having lunch at 12:40, that he was having lunch at 12:15? Our own intuition is: no. Had the walk to John’s office taken 5 or 10 minutes, such an assumption would have been valid. Had it taken 15 minutes, the assumption would have still been possible but not as plausible. But 25 minutes, or even 20, is too long a period to safely make that assumption.

The problem is not whether backward projection per se is valid; we believe it certainly is. The problem is how far in the past one should project a state, how long one should assume that a state, observed to be holding, has been continuously holding. Algorithm $\text{state\_present}$ takes the position that one may project the state backward in time so long as the projection is within the typical duration of the state.
Algorithm \textbf{state\_present}(s, t)

1. \( q' \leftarrow \rho(\sqrt{10^{bpf(s)(A(q)-1)}) \), \) where \( \beta \vdash \text{SDur}(s, q) \).

2. For every \( t' \in [*\text{NOW}] \)

3. If \( \beta \not\vdash \text{Holds}(s, t') \)
   and \( \delta(t') = q' \) or \( \beta \vdash \delta(t') < q' \),
   then \( \beta \leftarrow \beta \cup \{t' \in t\} \).

Figure 33: The revised algorithm \textbf{state\_present}.

Examples like the above, however, renders such a position questionable. Backward projection should be allowed only within some fraction of the typical duration of the state. This is shown in Figure 33, a revision of algorithm \textbf{state\_present}.

The main difference between this version of the algorithm and that in Figure 32 is the introduction of a duration \( q' \), instead of \( q \), the typical duration of the state \( s \), as an upper limit on the span of backward projection. Step (1) introduces \( q' \)—obviously a function of \( s \). The computation of \( q' \) works as follows:

1. Compute the geometric center of the HOM corresponding to \( q (\sqrt{10^{bpf(s)}}) \).

2. Raise this value to the value of \( bpf(s) \). Note that since HOMs are based on geometric means, this corresponds to “multiplying” the value computed in (1) by the factor \( bpf(s) \). Thus, the old version of algorithm \textbf{state\_present} (Figure 32) is a special case where the value of this factor is unity.

3. Return the \( Q \)-symbol, \( q' \), corresponding to the HOM to which the value computed in 2 belongs. Note that since we use the function \( \rho \) for this computation, \( q' \) may be a newly-introduced term.

Of course the question now is what the function \( bpf \) is. The function evaluates to a real number representing the \textit{backward projection factor} of its argument state (hence the name). What do we know about this function? Not much; only that it evaluates to a positive real in the interval \([0, 1]\). Actually, we are not even sure if it is necessarily a function of the state, or if it is constant for all states, and in the former case, we do not know exactly how it depends on the state. We believe that the exact definition of the \( bpf \) function is an empirical question that we pose to psychologists: When observing a state holding, what are the biases of human subjects as to how long the state has been holding, and what are the factors determining those biases? As far as we know, the psychology literature is silent about these issues.
Algorithm \texttt{state\_query}(s)

1. \( q' \leftarrow \rho(\sqrt{10^{bpf(s)(A(q)-1)}) \), \) where \( \beta \vdash \text{SDur}(s, q) \).
2. Pick some \( t \in T \), such that \( t \notin \Psi(T) \).
3. \( \beta \leftarrow \beta \cup \{ *\text{NOW} \subseteq t, \text{Dur}(t, q') \} \).
4. Initiate deduction for \( \text{Holds}(s, t) \).

Figure 34: The algorithm \texttt{state\_query} for the general case of backward projection factor that is not unity.

Modifying algorithm \texttt{state\_present} as indicated above requires a similar modification to algorithm \texttt{state\_query}. In particular, the reference interval introduced at the query time intuitively represents the period of time during which observing the state holding would be relevant to the query. As such, the duration of that reference interval should be restricted to \( q' \) (as computed above) rather than \( q \), the typical duration of the state. This is shown in Figure 34. For generality, and since there is no decisive way to determine the innards of the \( bpf \) function, we shall not commit ourselves to any precise definition of \( bpf \). For practical purposes, however, we take \( bpf \) to be the constant \( \frac{1}{3} \). Note that this is just a working hypothesis that we will not build into our theory.

10.3 Forward Inference Meets Backward Projection

Let us now return to the question of how algorithms \texttt{state\_query} and \texttt{state\_present} fit within the rest of the system. First, consider algorithm \texttt{state\_query} since there is not much to be said about it. The algorithm is initiated whenever a query is issued about whether some state holds in the present. This can happen in a number of ways. First, it could be a direct query by some other agent (for example, a question posed in English). Second, it could be an internal query generated by, for example, the acting system in the process of performing some conditional act.\footnote{By “conditional act”, we mean an act that is performed only if some state holds; for example, crossing the street only if the walk-light is on.} Since we have not presented the complete acting system here, we will assume that algorithm \texttt{state\_query} is initiated in all of the right places, whenever the need arises to check whether a state holds in the present. In what follows, we shall indicate the initiation of \texttt{state\_query} with argument \( s \) at \([*\text{NOW}\_i]\) by saying that \textit{a query is issued for \( s \) at \([*\text{NOW}\_i]\)\).

Now, let us turn to algorithm \texttt{state\_present}. Intuitively, the algorithm...
should be initiated whenever Cassie determines that a state persists. Thus, one might propose, a call to state\_present should be added at the appropriate points in algorithms state\_change and assert\_persist. Granted, executing these algorithms should also, somehow, result in executing algorithm state\_present. Nevertheless, note that this only accounts for cases where Cassie determines the persistence of a state through perception, proprioception, or direct assertion; it does not cover the case of inference. To appreciate this point, consider the following argument dismissing it as a problem.

How may Cassie infer that a state, \( s_1 \), holds in the present? Typically, this would involve Cassie’s having a belief along the following schema, where \( s_2 \) is some state different form \( s_1 \) and \( p \) is a proposition describing background conditions that need to be true for \( s_2 \) to entail \( s_1 \).

\[
\forall T'v[(\text{Holds}(s_2, T'v) \land p) \Rightarrow \text{Holds}(s_1, T'v)]
\]

The argument now goes like this. Determining that \( s_1 \) holds through inference, necessarily involves determining that \( s_2 \) holds. Ultimately, this has to be based on determining that some \( s_n \) holds through some way other than inference, i.e., perception, proprioception, or direct assertion. Since algorithms state\_change and assert\_persist initiate forward inference, then following the above schema, it would be inferred that \( s_1 \) holds over all the coarse-grained “now”s over which \( s_2 \) holds. Therefore, backward projection is applied to \( s_1 \), albeit not directly through algorithm state\_present.

There are at least two flaws in the above argument.

1. The reason the argument works is that, by performing simple forward inference, \( s_1 \) is backward-projected by virtue of \( s_2 \)’s projection. The problem, however, is that, inspecting the above schema, it is very possible that the typical duration of \( s_1 \) is longer than that of \( s_2 \). Thus, \( s_1 \) would not be projected into the past as far as its typical duration allows, only as far as \( s_2 \)’s typical duration does.\(^{38}\)

2. Even if we choose to ignore the issue raised in 1, there is a more basic problem. Given the above schema, Cassie may infer that \( s_1 \) holds, not only by determining that \( s_2 \) holds, but also by coming to believe the proposition \( p \) (or an instance of the schema itself, for that matter). Even more dramatic, although determining that \( s_1 \) holds through inference typically involves a belief along the above schema, this is only typical, not necessary. What seems necessary is that the variable \( T'v \) be mentioned in the antecedent. For example, a possible translation of (3) appears below in (4), where \( T_{C_1} \) and \( T_{C_2} \) denote “3” and “5”, respectively.

\(^{38}\)This is similar to the problem of the persistence of derived information raised by (Myers and Smith, 1988) (also known as the problem of “dependent fluents” (Giunchiglia and Lifschitz, 1995)).
(3) Stu is home from 3 to 5.

(4) \( \forall T_u[[T_{c_1} \prec T_u \land T_u \prec T_{c_2}] \Rightarrow \text{Holds(At(STU, HOME), T_u)].} \)

By telling Cassie (4), she may determine that Stu is now home if she already believes that “now” is between 3 and 5. Note that this does not involve Cassie’s determining that any other state holds. Therefore, should algorithm \texttt{state} \texttt{present} be initiated only within \texttt{state} \texttt{change} and \texttt{assert} \texttt{present}, Cassie may determine that the state At(STU, HOME) persists without the application of backward projection.

It, therefore, seems that backward projection should be built into the very process of inference. In particular, whenever Cassie infers that a state holds “now”, backward projection should be applied. This may be achieved by introducing a time-sensitive version of the forward inference algorithm \texttt{Forward}. This is shown in Figure 35.

The algorithm takes a set of propositions, \( P \), as an argument. It does two main things: (i) applies traditional forward inference on members of \( P \) (this is achieved by algorithm \texttt{Forward} \texttt{old} in step 1) and (ii) applies backward projection whenever appropriate. Step 1 initiates traditional forward inference on \( P \). The set \( P_{\text{inf}} \) is the set of those propositions inferred in the process. The rest of the steps are responsible for backward projection. The conditional in step 3 filters in those members of \( P \cup P_{\text{inf}} \) that are about states holding “now”. Basically, it then initiates algorithm \texttt{state} \texttt{present}. The only catch is that a situation interval is introduced (step 5a) if one is not associated with the state asserted to be holding “now”. Note that, this way, adherence to Axiom 7.1 is built into the algorithms, and the theory builder need not worry about it. Also note that the filtering process in step 3 considers elements of both \( P_{\text{inf}} \) and \( P \). Since new information is always introduced with forward inference (see Section 6), then backward projection gets applied to all states—those perceived, proprioceived, directly asserted, or inferred.

### 10.4 Pulling the Rope

By introducing coarse-grained reference intervals in both the querying and the assertion processes, the problem of the fleeting now may be readily solved. For whatever reference interval the querying process introduces would be available at the assertion time if its duration is long enough. Of course, what now remains is an account of how to carry this reference interval from one MTF to the next until it either expires, or the state is observed (pulling the rope à la Section 4). The first step is to modify the \texttt{setup} \texttt{new} \texttt{MTF} algorithm (Figure 10) so that it takes elements of [\*NOW].

\footnote{It might be possible to rephrase (4) so that the antecedent involves Holds, but as (4) attests, it is also possible not to.}
Algorithm Forward\( (P \subseteq \Psi(P)) \)

1. \( P_{\text{inf}} \leftarrow \text{Forward}_\text{old}(P) \).

2. For every \( p \in P \cup P_{\text{inf}} \)

   3. If \( p = \text{Holds}(s,*\text{NOW}) \), for some \( s \in \Psi(\text{TEMP}) \), then

   4. If there is some \( t \in \Psi(T) \) such that \( \beta \vdash \text{Mholds}(s,t) \), then state_present\( (s,t) \).

5. Else

   5a. Pick some \( t \in T \) such that \( t \not\in \Psi(T) \).

   5b. \( \beta \leftarrow \beta \cup \{ \text{Mholds}(s,t), *\text{NOW} \sqsubset t \} \).

5c. state_present\( (s,t) \).

Figure 35: Algorithm \textbf{Forward}. Building backward projection into forward inference.

into account. Figure 36 outlines the modified algorithm. The algorithm assumes that the new MTF is the \( i^{th} \) NOW-MTF. Steps 7 through 9 incorporate members of \( [\ast \text{NOW}_{i-1}] \) into \( [\ast \text{NOW}_{i}] \) just in case the amount of time elapsed since they were introduced (represented by \( \pi(t) \) which is computed according to Equation 1) is less than or within the same HOM as their projected durations (otherwise they move into the past as per step 9).

Given what we have presented so far, we can now formally prove the effectiveness of our solution to the problem of the fleeting now. To accomplish this, we need to introduce some notation that should help us proceed through the proofs more conveniently.

\textbf{Definition 10.2} For every \( i,j \in \mathbb{N} \), the temporal distance between \( \Phi(\ast \text{NOW}_i) \) and \( \Phi(\ast \text{NOW}_j) \), denoted \( d_i(\Phi(\ast \text{NOW}_i),\Phi(\ast \text{NOW}_j)) \), is the amount of time that, Cassie feels, separates the start of \( [\ast \text{NOW}_i] \) and the start of \( [\ast \text{NOW}_j] \). More precisely,

\[
d_i(\Phi(\ast \text{NOW}_i),\Phi(\ast \text{NOW}_j)) = \sum_{k=\min(i,j)}^{\max(i,j)-1} \pi(\ast \text{NOW}_k),
\]

where \( \min(i,j) \) and \( \max(i,j) \) are the smaller and larger of \( i \) and \( j \), respectively.

It should be clear that \( d_i \) is a metric over the space of NOW-MTFs. We shall not attempt to prove this, however, since the proof is (i) obvious and (ii) not instructive.
Algorithm setup_new_MTF

1. move NOW

2. For all $\mu \in M_{\text{prop}}$

   3. If there are $s$ and $t$ such that $*\mu = M\text{Holds}(s, t)$
      
      \[ \beta \leftarrow \beta \cup \{*\text{NOW} \sqsubset t\}. \]

4. For all $\mu \in M_{\text{per}}$

   5. For all $s$ and $t$ such that $M\text{Holds}(s, t) \in \mu$

      6. $\beta \leftarrow \beta \cup \{*\text{NOW} \sqsubset t\}$.

7. For all $t \in \{*\text{NOW}_{i-1}\} \setminus \{*\text{NOW}_{i-1}\}$

   8. If $\eta(\pi(t)) \leq A(\delta(t))$, then $\beta \leftarrow \beta \cup \{*\text{NOW} \sqsubset t\}$.

   9. Else $\beta \leftarrow \beta \cup \{t \prec *\text{NOW}\}$.

Figure 36: The modified setup_new_MTF algorithm.

in any relevant sense. What should be noted though is that the temporal distance is only defined for NOW-MTFs since the definition primarily depends on their linear order (cf. Theorem 7.4) and the fact that $\pi$ is defined for NOW intervals but not necessarily for other atomic intervals.

To prove the main result, we need to first prove two lemmas. The first asserts that reference intervals are extended into the appropriate NOW-MTFs.

**Lemma 10.1** For every $t \in \Psi(T)$, $q \in \Psi(Q)$, and $i, n \in \mathbb{N}$ ($i > 0$), if

1. $t$ is a reference interval,

2. $\beta \vdash \text{Dur}(t, q)$,

3. $A(q)$ is defined,

4. for every $\Phi \in \text{Span}(t)$, $\Phi$ is a NOW-MTF,

5. $\Phi(*\text{NOW}_i)$ is the smallest element of the poset $\langle \text{Span}(t), \text{precedes} \rangle$, and

6. $\eta(d_{ii}(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n}))) \leq A(q)$, then

7. $\Phi(*\text{NOW}_{i+n}) \in \text{Span}(t)$.
Proof. We use induction on $n$ to prove the lemma.

**Basis.** Let $n = 0$. Since $\Phi(*\text{NOW}_i)$ is the smallest element of $\langle \text{Span}(t), \text{precedes} \rangle$, then, trivially, $\Phi(*\text{NOW}_i) \in \text{Span}(t)$.

**Induction Hypothesis.** Assume that, for every $t \in \Psi(T)$, $q \in \Psi(Q)$, and $i \in \mathbb{N}$ ($i > 0$), the conjunction of statements 1 through 6 implies statement 7, for some $n \in \mathbb{N}$.

**Induction Step.** We need to show that, for $n + 1$, the conjunction of statements 1 through 6 implies statement 7. By statement 6,

$$\eta(d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n+1}))) \leq A(q).$$

By Definition 10.2, and since $i < i + n + 1$,

$$\eta\left(\sum_{k=i}^{i+n} \pi(*\text{NOW}_k)\right) \leq A(q).$$

Therefore,

$$\eta\left(\sum_{k=i}^{i+n-1} \pi(*\text{NOW}_k) + \pi(*\text{NOW}_{i+n})\right) \leq A(q).$$

By Definition 10.2, and since $i \leq i + n$,

$$\eta(d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n}))) + \pi(*\text{NOW}_n) \leq A(q).$$

Since $\pi(*\text{NOW}_n)$ is a positive quantity, and since $\eta$ is monotonic,\(^{40}\) then

$$\eta(d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n}))) \leq A(q).$$

Therefore, using the induction hypothesis, $\Phi(*\text{NOW}_{i+n}) \in \text{Span}(t)$. By Definitions 7.8 (Span) and 10.1 ([,]), and statement 1, $t \in [*\text{NOW}_{i+n}]$. As NOW moves from $*\text{NOW}_{i+n}$ to $*\text{NOW}_{i+n+1}$, algorithm setup new MTF gets executed and the conditional in step 8 is applied to $t$. By Equation 1,

$$\pi(t) = \sum_{\Phi(t_i) \in \text{Span}(t)} \pi(t_i)$$

\(^{40}\)Note that this needs to proved; the proof is obvious though.
Now, note that at the time of evaluation the conditional, the greatest element of \( \langle \text{Span}(t), \text{precedes} \rangle \) is \( \Phi(*\text{NOW}_{i+n}) \). Since \( \Phi(*\text{NOW}_i) \) is the smallest element thereof (statement 5), and since all MTFs in \( \text{Span}(t) \) are NOW-MTFs (statement 4), then

\[
\pi(t) = \sum_{\Phi(t_i) \in \text{Span}(t)} \pi(t_i) \leq \sum_{k=i}^{i+n} \pi(*\text{NOW}_k). \tag{41}
\]

But since

\[
\eta(\sum_{k=i}^{i+n} \pi(*\text{NOW}_k)) = \eta(d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n+1}))) \leq \mathcal{A}(q),
\]

then

\[
\pi(t) \leq \mathcal{A}(q) = \mathcal{A}(\delta(t)).
\]

Therefore, by step 8 of algorithm \texttt{setup\_new\_MTF}, \( *\text{NOW}_{i+n+1} \sqsubset t \in \beta \). Thus, by Definition 7.8 (Span), \( \Phi(*\text{NOW}_{i+n+1}) \in \text{Span}(t) \). \( \square \)

Inspecting the proof of Lemma 10.1, we can draw the following monotonicity result. We will not show the proof since it could be easily reconstructed from the proof the lemma.

**Corollary 10.1** For all \( i, j, k \in \mathbb{N} \), if \( i \leq j \leq k \), then \( d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_j)) \leq d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_k)) \).

We now prove the second lemma needed to present the main result. The lemma asserts that, whenever Cassie determines that a state persists, she believes that it holds over all of the appropriate members of the lattice of “now”s.

**Lemma 10.2** For every \( s \in \Psi(\text{TEMP}), t \in \Psi(\mathcal{T}), q_1, q_2 \in \Psi(\mathcal{Q}) \), and \( i \in \mathbb{N} (i > 1) \), if

1. \( q_1 = \rho(\sqrt{\text{bf}^\beta(s)(\mathcal{A}(q) - 1)}), \) where \( \beta \vdash \text{SDur}(s, q) \),
2. \( \beta \vdash \text{Dur}(t, q_2) \),
3. \( q_2 = q_1 \) or \( \beta \vdash q_2 <_\mathcal{Q} q_1 \),
4. \( t \in [*\text{NOW}_i] \),

---

\[^{41}\text{This is, in fact, an equality given the convexity of } t (\text{AT9}).\]
5. \( \beta \not\vdash \neg \text{Holds}(s, t) \), and

6. Cassie determines that \( s \) persists at \( \text{NOW}_i \), then

7. \( \beta \vdash \text{Holds}(s, t) \).

**Proof.** By statement 6 and Definition 8.3, at \([\text{NOW}_{i-1}]\), \( \beta \not\vdash \text{Holds}(s, \text{NOW}_{i-1}) \) and \( \beta \not\vdash \neg \text{Holds}(s, \text{NOW}_{i-1}) \) and, at \([\text{NOW}_i]\), \( \beta \vdash \text{Holds}(s, \text{NOW}_i) \). For this to be the case, there must be some \( P \subset \mathcal{P} \), such that, at \([\text{NOW}_{i-1}]\), for every \( p \in P \), \( \beta \not\vdash p \), and, at \([\text{NOW}_i]\), \( P \subseteq \beta \). The existence of such \( P \) is necessary since, at \([\text{NOW}_{i-1}]\), \( \text{NOW}_i \) was yet to be introduced. Since adding new information to \( \beta \) always initiates forward inference (see Section 6), then algorithm \text{Forward} of figure 35, gets executed, at \([\text{NOW}_i]\), with \( P \) as an argument. Since, at \([\text{NOW}_i]\), \( \beta \vdash \text{Holds}(s, \text{NOW}_i) \), then either \( \text{Holds}(s, \text{NOW}_i) \in P \) or \( \text{Holds}(s, \text{NOW}_i) \in P_{\text{inf}} \) as computed by step 1 of \text{Forward}. Therefore, \( \text{Holds}(s, \text{NOW}_i) \in P \cup P_{\text{inf}} \). Since, at this point, \( \text{NOW}_i = \text{NOW} \), then algorithm \text{state_present} gets executed (by steps 4 or 5c) with \( s \) and \( t' \) as arguments, where \( t' \) is the situation interval associated with \( s \) at \([\text{NOW}_i]\). By statements 1 through 5, step 5 of \text{state_present} adds the proposition \( t \sqsubseteq t' \) to \( \beta \). By \text{AS2} and \text{AS3}, \( \beta \vdash \text{Holds}(s, t) \). \( \square \)

Given the above results, we can now prove the following theorem which establishes the effectiveness of our solution to the problem of the fleeting now.

**Theorem 10.1** For every \( s \in \Psi(\text{TEMP}) \), \( q \in \Psi(\mathcal{Q}) \), and \( i, n \in \mathbb{N} \) (\( i > 0 \)), if

1. \( \beta \vdash \text{SDur}(s, q) \),

2. \( \mathcal{A}(q) \) is defined,

3. at \([\text{NOW}_i]\), a query is issued for \( s \),

4. \( n \) is the smallest integer such that Cassie determines that \( s \) persists at \( \text{NOW}_{i+n} \),

5. \( d_i(\Phi(\text{NOW}_i), \Phi(\text{NOW}_{i+n})) \leq \sqrt{10^{\psi(s)(\mathcal{A}(q)-1)}} \), and

6. for all \( m, 0 \leq m \leq n \), \( \beta \not\vdash \neg \text{Holds}(s, \text{NOW}_{i+m}) \), then

7. for all \( m, 0 \leq m \leq n \), \( \beta \vdash \text{Holds}(s, \text{NOW}_{i+m}) \).

Before stating the proof of the above theorem, we need to point out an issue that would render the proof not as formal as we would like it to be. It should be clear how the proof would proceed. Basically, we shall show that if the reference interval introduced at the time of the query (by algorithm \text{state_query}) survives until the time of determining the persistence of \( s \), then, by Lemma 10.1, all the
intervening "now"s are subintervals thereof. Using Lemma 10.2, we can then show that s holds all those "now"s. The problem, however, lies in statements 4 of Lemma 10.1 and 5 of Lemma 10.2 which should hold for the proof to follow. Statement 4 of Lemma 10.1 requires all MTFs in the span of the reference interval to be NOW-MTFs. Unfortunately, the theory presented here does not explicitly, and formally, specify that this is the case. For all we know, a user of the system (maybe a human operator interacting with Cassie) may make an assertion involving the reference interval, thereby adding some non-NOW-MTF to its span. Nevertheless, it should be noted that a valid assumption is that this would not happen (unless somebody is going out of their way to mess with Cassie's mind). Why? Because reference intervals introduced as extended representations of the present (in particular, those introduced by algorithm state_query) are, in a sense, private symbols of Cassie's mental language. More specifically, users of the system do not know anything about these internally-generated terms. More importantly, we envision assertions to be made to the system in natural language, and there would be no way to thus refer to these reference intervals. Therefore, in the following proof, we shall make the tacit assumption that reference intervals introduced as extended representations of the present contain only NOW-MTFs in their spans. In fact, we shall make a stronger (yet, still reasonable) assumption: the only assertions involving reference intervals introduced by algorithm state_query, state_present, and setup_new_MTF. In particular, note in assertions of the form \( t' \sqsubseteq t \), where \( t \) is a reference interval introduced by algorithm state_query, \( t' \) is always a NOW-interval. In addition, successive assertions of that form, involve successive values of NOW. Thus, the smallest element of \( \langle \text{Span}(t), \text{precedes} \rangle \) is \( \Phi(*\text{NOW}_i) \), where \( *\text{NOW}_i \) is the value of NOW at the time algorithm state_query gets executed.

Given this assumption, statement 5 of Lemma 10.2 follows from statement 6 of the theorem. Statement 5 of Lemma 10.2 requires that Cassie does not (implicitly or explicitly) believe that \( s \) does not hold over the reference interval, \( t \), introduced by state_query. The problem is that, without the above assumption, anybody can assert anything about reference intervals, and it would be impossible to prove statement 5. How does the above assumption save the situation? To answer this question, consider how Cassie may come to believe that \( s \) does not hold over \( t \). There are two possibilities. First, someone directly asserts \( \neg \text{holds}(s, t) \). This, however, is dismissed by our assumption. The only assertions involving reference intervals are those made by algorithms state_query, state_present, and setup_new_MTF. Evidently, these assertions are about temporal parthood; they do not mention any states. Second, Cassie believes that \( s \) does not hold over some sub-interval of \( t \). However, given our assumption that the only sub-intervals of \( t \) are NOW-intervals, this possibility is also dismissed by statement 6 of the theorem.

**Proof.** By statement 3, algorithm state_query gets executed at \([*\text{NOW}_i]\) (see the discussion in Section 10.3). Step 2 introduces a new reference interval, \( t' \), into
\( \Psi(T) \). Step 3 makes the two assertions: \( *\text{NOW} \sqsubseteq t' \) and \( \text{Dur}(t', q') \), where \( q' = \rho(\sqrt{10^{b^f(s)\cdot(A(q)-1)}}) \). Since, by statement 5,

\[
d_t(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n})) \leq \sqrt{10^{b^f(s)\cdot(A(q)-1)}},
\]

then by the monotonicity of \( \eta \) and the definition of \( \rho \),

\[
\eta(d_t(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n}))) \leq A(q').
\]

In fact, by Corollary 10.1 and the monotonicity of \( \eta \), for every \( m, 0 \leq m \leq n \)

\[
\eta(d_t(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+m}))) \leq A(q').
\]

Therefore, the following statements are true.

1. \( t' \) is a reference interval.
2. \( \beta \vdash \text{Dur}(t', q') \).
3. \( A(q') = \sqrt{10^{b^f(s)\cdot(A(q)-1)}} \) is defined.
4. For every \( \Phi \in \text{Span}(t') \), \( \Phi \) is a NOW-MTF (which follows from the assumption discussed above).
5. \( \Phi(*\text{NOW}_i) \) is the smallest element of the poset \( \langle \text{Span}(t'), \text{precedes} \rangle \) (which follows from the same assumption).
6. \( d_t(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+m})) \leq A(q') \), for every \( m, 0 \leq m \leq n \).

Therefore, by Lemma 10.1, for every \( m, 0 \leq m \leq n \), \( \Phi(*\text{NOW}_{i+m}) \in \text{Span}(t') \). By Definition 7.8 (Span) and 10.1 (\( [\cdot, \cdot] \)), it follows that, for every \( m, 0 \leq m \leq n \), \( t' \in [\text{NOW}_{i+m}] \) and \( *\text{NOW}_{i+m} \sqsubseteq t' \).

Now, by statement 6 of the theorem and the assumption discussed above, \( \beta \not\vdash \neg\text{Holds}(s, t') \). Therefore, the following statements are true.

1. \( q' = \rho(\sqrt{10^{b^f(s)\cdot(A(q)-1)}}) \), where \( \beta \vdash \text{SDur}(s, q) \).
2. \( \beta \vdash \text{Dur}(t', q') \).
3. \( t' \in [\text{NOW}_{i+n}] \).
4. \( \beta \not\vdash \neg\text{Holds}(s, t') \).
5. Cassie determines that \( s \) persists at \( *\text{NOW}_{i+n} \) (by statement 4 of the theorem).

Therefore, by Lemma 10.2, \( \beta \vdash \text{Holds}(s, t') \). By the divisitivity of states (\( \text{AS2} \)), it follows that, for every \( m, 0 \leq m \leq n \), \( \beta \vdash \text{Holds}(s, *\text{NOW}_{i+m}) \). \( \square \)
10.5 Where Exactly Does the Problem Lie?

All of the above being said, we should now consider possible objections and suspicions that some might raise against our solution—indeed, our interpretation—of the problem of the fleeting now. As pointed out in Section 3, the problem, we believe, lies in an intrinsic vagueness of the concept of “now”: “now” refers to an interval that does not have any well-defined, context-independent boundaries. The NOW-intervals of the theory represent the concept of “now” at the finest level of granularity and non-NOW reference intervals stand for coarser representations thereof. Our solution to the problem of the fleeting now is based on interpreting the “now” of the query, not as \(^*\text{NOW}\), but as a coarser reference interval—a member of \([\,*\text{NOW}]\).

The above notwithstanding, it should be noted that, technically, nothing much hangs on this assumption. In particular, some may argue that such a move is not motivated, and that “now” is not vague, but always refers to the sharp instant of experience.\(^42\) Even under that assumption, our solution would still work. This would only involve replacing step 3 in algorithm \texttt{state} \texttt{query} (Figure 34) with “Initiate deduction for \texttt{Holds}(s, \,*\text{NOW})”. More precisely, the solution would work as follows.

1. Introduce a new reference interval, \(t\), and restrict its length to a factor of the typical duration of \(s\) as determined by the \texttt{bpf} function.

2. Assert that \(t\) is a super-interval of \(t_1\), the current value of \(*\text{NOW}\).

3. Initiate deduction for \texttt{Holds}(s, \,*\text{NOW}).

4. Suppose that \(s\) is determined to persist at \(t_2\).

5. If \(t\) survives until \(t_2\), then algorithm \texttt{state} \texttt{present} guarantees that we get \texttt{Holds}(s, t).

6. Now, by the divisitivity of states, we also get \texttt{Holds}(s, t_1), and the query is answered positively.

Thus, the only difference between the two scenarios (other than the conceptual one) is the use of the divisitivity of states to \texttt{link} determining the persistence of \(s\), at \(t_2\), to the query at \(t_1\). In this case, the only crucial notion is that of backward projection.

But, now, someone may argue that, if backward projection is the key, then the issue is more general. For example, if, at 2 p.m., someone says that John was having lunch at 12:15 p.m. Should we assume that John was having lunch sharply at 12:15? Or should we employ backward projection and project the state of having lunch several minutes prior to 12:15? In more abstract terms, suppose that, at

\(^42\)For example, Antony Galton, in personal communication.
[*NOW*]<sub>i</sub>, Cassie is told that a state, * s, held at *NOW<sub>i→i</sub>. Shouldn’t the backward projection mechanism be applied in this case too, asserting * s to hold over all members of [*NOW<sub>i→i</sub>] whose durations fall within bpf(* s)? Intuitively, this seems reasonable. Therefore, backward projection is not peculiar to the present, it may also be applied to assertions about the past, and, thus, the problem of the fleeting now has nothing to do with “now” per se!

Although, technically, the above argument may have some merit, there are reasons why we believe that it does not provide an adequate explanation of the problem of the fleeting now. The main point is that, though it might appear that backward projection is all that is needed to account for the problem, we believe that this is only the case at the technical level, not at the deeper, more fundamental, conceptual level. This belief stems from our concern, not only with explaining the reasoning aspects of the problem of the fleeting now, but with what it reveals about our very conceptualization of the present, in particular, as revealed by our use of language.

Consider, in more detail, the example of John’s lunch. Suppose that Stu asks Cassie:

(5) Is John having lunch (now)?

Cassie walks to John’s office and finds him eating his lunch. How should she reply to Stu? Intuitively, she should say:

(6) Yes, he is.

What is interesting here is that both the question and the reply are in the present tense. How can that be, given that (5) and (6) are uttered, strictly speaking, at different times? The only way that this may be possible is if there is an interpretation of the present that encompasses the times of both utterances. This is exactly the gist of our solution to the problem of the fleeting now: interpreting the “now” of the question as a coarse reference interval. If this interval persists until the time of the reply (where the persistence is determined by contextual factors), then both the question and the reply fall within the same “now” and may, thus, be both expressed in the present tense.

Someone might claim that the fact that both (5) and (6) are expressed in the present tense is a mere peculiarity of language. In particular, since (6) is a reply to (5), it uses the same tense. However, this is obviously not true. Consider the situation where Cassie walks to John’s office to find that he has just finished his lunch. In this case, (6) would not be an appropriate answer to (5). Rather, (7) (or a variant thereof) seems to be the only reasonable thing to say. The important thing
to note here is that an affirmative answer to (5) would have to be expressed in the past tense. (Note that simply “He was” with the appropriate intonation is equally plausible.)

(7) He was when you asked, but not any more.

Another objection may be that (6) is expressed in the present tense simply because John is indeed having lunch at the time of its utterance. But consider the situation where Cassie walks to John’s office to find him just about to start eating his lunch. Possible reasonable replies may be:

(8) He has just started.

(9) He is now, but not when you asked.

Or even:

(10) He is now having lunch.

Although all of these replies are in the present tense, they all (implicitly or explicitly) make it clear that, at the time of the question, John was not having lunch. Our ability to make these distinctions and yet find (6) to be a plausible reply in the original situation (where Cassie finds John in the midst of having lunch) can only be explained by the vagueness of the present.

11 Another Note on the Frame Problem

In Section 8.2, we proposed a mechanism for temporally-projecting perceived and bodily states. This proposal provides an elegant account of the current persistence of such states as time goes by—the variant of the frame problem that emerges in our theory. Nevertheless, the model of time perception developed in Section 9 has some further implications for the frame problem. Research on solving the frame problem is dominated by the important insight that, except for very few exceptions, the world is generally stable. Indeed, it must be, or otherwise we will not be able to function appropriately. (Shanahan, 1997) summarizes this view in what he calls “the common sense [sic] law of inertia”: “Inertia is normal. Change is exceptional.” (Shanahan, 1997, p. 18). It is this basic idea that underlies most of the solutions proposed to the frame problem. Now, as put by (Shanahan, 1997), the commonsense law of inertia indeed makes sense. However, what often lies behind most of the proposed solutions
to the problem is a stronger version of the law of inertia. Typically, the assumption
is that, unless it is known that something has happened which would cause some
state to cease to hold, then the state still holds. Again, such an assumption might
be reasonable as long as one is willing to be open-minded in interpreting “something
has happened”. In particular, there is something that is always happening, and
yet has only been considered by a handful of authors (McDermott, 1982; Dean and
Kanazawa, 1988; Liishtiz and Rabinov, 1989; Kanazawa, 1992, for example) in the
literature on the frame problem, namely the passage of time. Time is always moving
and, as it does, it is reasonable to assume that some states have ceased to hold, based
on intuitions about their typical durations. For example, if one sees a cat sitting on
a mat, a green traffic-light, or a smiling face; it is not reasonable to assume that,
an hour later, the cat is still on the mat, the light is still green, and the person is
still smiling. In fact, (Stein, 1990, p. 372) advises that states “that are ‘known’ to
change without warning” should be excluded from the scope of the commonsense
law of inertia. What Stein fails to tell us is how such knowledge may come about.

Similar to our notion of the typical duration of a state, (McDermott, 1982)
introduces the notion of a life-time associated with a persistence. Roughly, a per-
sistence is the uninterrupted holding of a state over a period of time, which weakly
corresponds to our situation intervals (in McDermott’s terminology, our “states” are
“facts”). The life-time associated with a persistence is the duration of the period of
time throughout which a state may be assumed to persist unless otherwise known
(note the non-monotonicity involved).

(Dean and Kanazawa, 1988) (followed by (Kanazawa, 1992)) present similar
notions within a probabilistic framework. Using a discrete time line, Dean and
Kanazawa present a system to compute the probability of a given fluent holding at
a given time (their system does much more than that, but this is the aspect that
concerns us here). Given a time, \( t \), and a fluent, \( P \), if no knowledge is available about
any events causing \( P \) to start or cease between \( t \) and \( t + \Delta \), then the probability of
\( P \) holding over \( t + \Delta \) is given by the following formula (\( \langle P, t \rangle \) is their way of saying
that \( P \) holds at \( t \)).

\[
p(\langle P, t + \Delta \rangle) = p(\langle P, t + \Delta \rangle | \langle P, t \rangle) \cdot p(\langle P, t \rangle).
\]

In the particular examples discussed in (Dean and Kanazawa, 1988),
\( p(\langle P, t + \Delta \rangle | \langle P, t \rangle) = e^{-\lambda \Delta} \). Thus, unless otherwise known, fluents (or states, in our theory) decay as time
passes by—the same point made by (McDermott, 1982). Corresponding to our typ-
ical durations, the exponent \( \lambda \) is determined by the rate of decay (and, hence, the
life-time) of the given fluent/state.

Although not introduced to present inherent temporal constraints on the persis-
tence of states, Shanahan’s notion of trajectories (Shanahan, 1997, ch. 13) may be
used in that venue. In Shanahan’s system, a formula “Trajectory(\( f1, t1, f2, d \))” roughly
means that if fluent \( f1 \) is initiated at time \( t1 \), then fluent \( f2 \) holds at time \( t1+d \).\(^{43}\) If the logic allows fluents of the form “not(\( f1 \))” to represent the fluent that holds whenever \( f1 \) does not (cf. (Allen, 1984)), then the formula “Trajectory(\( f1,t1,\text{not}(\( f1 \)),d)’’ may be used to state that \( d \) is the life-time/typical duration of the fluent \( f1 \).

In all of the above-discussed systems, knowledge of how much time has passed is crucial. Where would this knowledge come from? It should be obvious that our model readily provides the answer: the pacemaker. Using Cassie’s perception of time as provided by the pacemaker, she may defeasibly reason about the persistence of states. In particular, just as with reference intervals, a situation interval associated with a state for which there is a known typical duration may be excluded from a new MTF if the amount of time that has elapsed since the state was determined to be holding is longer than its typical duration. Alternately, a state, that is not known to have ceased, may be assumed to extend into a new MTF so long as it has not exceeded its typical duration. For an agent acting on-line, we believe that, in most cases, this is how it determines the persistence of states, since it seldom comes to know of events causing them to cease.

Consider the following example. Suppose Cassie is in a room with two, red and green, sources of light. Cassie looks at the red light, notices that it is on, and then turns toward the green light. Is the red light still on? The answer would reasonably be “yes” if the amount of time elapsed is within the same HOM as the typical duration of the red light. Otherwise, a suitable answer is “no”. But now consider the following situation. Cassie turns back to the red light and finds that it is turned off. Now there are two possibilities. If the amount of time elapsed since she had last observed the light on is longer than its typical duration, then no problem; Cassie would have already assumed that the light is off. On the other hand, if not that much time has passed, then what is observed (the red light is off) contradicts what would be otherwise assumed (the red light is still on). Needless to say, knowledge induced through perception, bodily feedback, or direct assertion (our model for communication) is more credible than assumptions based on intuitions about typical durations of states. Thus, making use of typical durations to extend a situation interval into the new MTF should be a final resort, should only be turned to in case Cassie cannot infer that the situation interval has already moved into the past.

More formally, this can be achieved as per the third (and final) revision of

\(^{43}\)Trajectories are used in (Shanahan, 1997) in order to represent continuous change. Shanahan’s semantics involve a qualification of \( f1 \) and \( f2 \) that does not concern us here: \( f1 \) is a “discrete” fluent and \( f2 \) is a “continuous” fluent. Basically, a discrete fluent holds over intervals of non-zero durations, while a continuous fluent may hold instantaneously. The reader may notice that this is the same distinction that (Galton, 1990) makes between “states of motion” and “states of position”. However, unlike Galton’s notions, a fluent’s being discrete or continuous is not an intrinsic property thereof, but an extrinsic one. To take an example form (Shanahan, 1997, p. 260), while a ball is falling, its height is a continuous fluent, but, once it lands, the height becomes a discrete fluent.
Algorithm \texttt{setup\_new\_MTF}(S^1 \subseteq \Psi(\text{TEMP}))

1. \texttt{move\_NOW}

2. For all $\mu \in \mathcal{M}_{prop}$
   
   3. If there are $s$ and $t$ such that $*\mu = \text{MHold}(s,t)$,
      then $\beta \leftarrow \beta \cup \{*\text{NOW} \sqsubseteq t\}$.

4. For all $\mu \in \mathcal{M}_{per}$
   
   5. For all $s$ and $t$ such that $\text{MHold}(s,t) \in *\mu$
      
   6. $\beta \leftarrow \beta \cup \{*\text{NOW} \sqsubseteq t\}$.

7. For all $t \in [*\text{NOW}_{i-1}] \setminus [*\text{NOW}_{i-1}]$
   
   8. If $\eta(\pi(t)) \leq \mathcal{A}(\delta(t))$, then $\beta \leftarrow \beta \cup \{*\text{NOW} \sqsubseteq t\}$.
   
   9. Else $\beta \leftarrow \beta \cup \{t \prec *\text{NOW}\}$.

10. For all $s \in S^1 \beta \leftarrow \beta \cup \{\neg \text{Hold}(s,*\text{NOW})\}$.

11. For all $t \in \Phi(*\text{NOW}_{i-1}) \setminus [*\text{NOW}_{i-1}]$,
   
   12. If $\beta \vdash *\text{NOW} \sqsubseteq t$, then $\beta \leftarrow \beta \cup \{*\text{NOW} \sqsubseteq t\}$.
   
   13. Else, if $\beta \vdash *\text{NOW} \not\sqsubseteq t$, then $\beta \leftarrow \beta \cup \{t \prec *\text{NOW}\}$.
   
   14. Else, if $\eta(\pi(t)) \leq \mathcal{A}(q)$, where $\text{SDur}(s,q)$ and $\text{MHold}(s,t)$, then
      $\beta \leftarrow \beta \cup \{*\text{NOW} \sqsubseteq t\}$.
   
   15. Else $\beta \leftarrow \beta \cup \{t \prec *\text{NOW}\}$.

Figure 37: The modified \texttt{setup\_new\_MTF} algorithm.
algorithm `setup_new_MTF` in Figure 37. This version of the algorithm contains many features not in that of Figure 36 (in particular, steps 10 through 15). First, consider the loop starting in step 11. Step 11 restricts the application of the following steps to the set of situation intervals in the previous MTF. Step 12 includes into the new MTF all those states that hold in the previous MTF and that may be inferred to hold in the new MTF. For example, this includes states that Cassie has just ceased to perceive but that she, nonetheless, has reason to believe that they still hold. Step 13 takes a complementary action; it puts in the past all those situation intervals that may be inferred to not be members of the new MTF. These may include intervals associated with bodily states that have just ceased to hold, perceivable states that were just perceived to cease, and members of $S^\downarrow$ (to which we turn below). If a state cannot be inferred to hold, or not, in the new MTF, then steps 14 and 15 include or exclude such a state depending on whether it has exceeded its typical duration. Note that this is exactly the defeasible assumption made by (McDermott, 1982).

Now, let us turn to step 10 and the set $S^\downarrow$. Members of $S^\downarrow$ are states that have just been asserted to cease. That is, $S^\downarrow$ is itself the argument $S$ of algorithm `assert_cese` of Figure 22. Step 10 simply makes sure that members of $S^\downarrow$ are excluded from the new MTF (and actually moved into the past by step 13). The reason we need to include $S^\downarrow$ and step 10 in algorithm `setup_new_MTF` is purely technical. Inspecting Figure 22, algorithm `assert_cese` is responsible for two main tasks: (i) moving NOW (with the construction of the new MTF) and (ii) updating $\beta$ so that Cassie believes that states in the argument $S$ no longer hold. The problem, however, is that updating $\beta$ (as per Figure 22) takes place after executing algorithm `setup_new_MTF`, and, indeed, it must, since the new value of NOW needed for the propositions updating $\beta$ is only introduced then. Why is this a problem? It is a problem, given the current version of `setup_new_MTF`, since step 14 may incorporate some of the states in $S$ into the new MTF. We might, thus, be introducing inconsistencies into the system when this is, clearly, unwarranted. The only way that updating $\beta$ be performed after introducing the new value of NOW but before executing step 14 of `setup_new_MTF` is if updating $\beta$ is itself part of algorithm `setup_new_MTF`. This is exactly what step 10 is responsible for. Note that, this way, algorithm `assert_cese` simply initiates `setup_new_MTF` (see Figure 38).44

For ease of reference, Appendix A contains a compilation of all the temporal progression algorithms presented throughout the paper.

\footnote{\textsuperscript{44}It should be noted that, despite this revision of `assert_cese`, Theorem 8.6 still holds.}
Pre-Conditions:

1. For every \( s \in S \), \( \beta \vdash \text{Holds}(s, \text{NOW}) \).

Algorithm assert_cease \((S \subseteq \text{TEMP})\)

1. setup_new_MTF \((S)\).

Figure 38: Revised version of algorithm assert_cease.

12 On Soundness and Completeness

Before concluding our investigation, we should say something about the correctness of the system presented above. As the title of this section shows, the plan is to discuss issues of soundness and completeness. A word of caution though. We are not going to provide proofs of soundness and completeness that usually accompany the presentation of a logical system (hence the “on” in the title). Rather, we shall present criteria for soundness and completeness that are slightly different, and more appropriate for our purposes, from the traditional ones, and outline, in as precise terms as possible, proofs that our system observes these criteria.

First of all, let us remind the reader that, as far as our logic is concerned, we do not need to show any proofs of (traditional) soundness and completeness; our logic is a standard first-order logic, no modal operators, no default rules, nothing exotic. What is the problem then? The problem is that traditional soundness and completeness worry about rules of inference, whether one can infer all and only those things that are true in every interpretation in which an initial set of premises is true. Where the premises are coming from is irrelevant to traditional soundness and completeness, and rightfully so. But in our system we need to worry about where some of the premises are coming from. In particular, according to Sections 8.2 and 11, the temporal projection of states is sometimes not the result of logical inference, but of subconscious temporal progression processes. Beliefs generated thus are, technically, premises since their presence in \( \beta \) is not the result of inference. On the other hand, they are not exactly normal premises pushed into \( \beta \) by fiat; they are the result of the interaction of the algorithms, the meta-theoretical axioms, the contents of \( \beta \), and the rules of inference. Since these constitute our system, Cassie’s temporal machinery, we need to show that it does the right job, that Cassie believes (or can infer) all and only those propositions that she is justified to believe based on what she knows, and more importantly, what she feels (which makes our task different from that of autoepistemic logicians (Moore, 1984; Moore, 1985)).

In particular, given the focus of our investigation, we are interested in two types of beliefs:
1. A state $s$'s holding in the present.

2. The event of some state $s$'s holding being in the past.

In the terminology developed above, propositions of type 1 are of the form $\ast \text{NOW} \sqsubseteq t$, where $t$ is a situation interval associated with $s$. Similarly, type-2 propositions are of the form $t \prec \ast \text{NOW}$. We need to show that our system results in Cassie's believing propositions of type 1 or 2 if and only if it is reasonable for her to do so. The question now is what "reasonable" means. This depends primarily on the type of state in question and how Cassie comes to believe propositions about it.

12.1 Feeling is Believing: A "Completeness" Result for Bodily States

For a bodily state, $s$, characterizing when it is reasonable for Cassie to believe that $s$ holds in the present is clear-cut—when, and only when, the state occupies some proprioceptual modality. Similarly, Cassie should believe that an event of $s$ holding has moved into the past when, and only when, the state stops occupying proprioceptual modalities. Note that nowhere here have we required $s$ to be actually holding, in the first case, or have actually ceased to hold in the second. All that concerns us is whether Cassie feels that it does. For example, Cassie might be holding an object but feels that she is empty-handed due to some glitch at the SAL. Yet, believing that she is empty-handed is justified by what Cassie feels. Thus, we do not care whether what Cassie believes is in fact knowledge—justified true belief; we only care about its being justified. That is, we only require Cassie to be rational.

The main result of this section is Theorem 12.1 below. The theorem simply states that, by the system presented above (that is, the logic, the axioms, and the PML algorithms), whenever a bodily state occupies some proprioceptual modality, Cassie has a belief that that state holds. Note what this means. It means that bodily sensations, or feelings, purely PML phenomena, are aligned with conscious beliefs at the KL. Thus, in a sense, the theorem states a completeness result. In order to prove the theorem, we need to prove a lemma first. Informally, the lemma states that the values of modality variable are faithful to what Cassie feels.

**Lemma 12.1** For every $i \in \mathbb{N}$ ($i > 0$), $s \in \text{TEMP}$ such that $\text{Mod}_{\text{prop}}(s) \neq \{\}$, and $\mu \in \text{Mod}_{\text{prop}}(s)$, at $[\ast \text{NOW}_i]$, $[\mu]$ occupies the modality corresponding to $\mu$ if and only if there is some $t \in \Psi(T)$ such that $\ast \mu = \text{MHolds}(s, t)$ and $\beta \vdash \text{MHolds}(s, t)$.

**Proof.** Let $s$ be a bodily state and let $\mu$ be in $\text{Mod}_{\text{prop}}(s)$. We use induction on $i$ to prove the lemma.

---

45 Unless Cassie believes that there is some SAL problem.
Basis. Let $i = 1$. $\Phi([\text{NOW}_i])$ is established by initiating algorithm initialize. Suppose that $[s]$ occupies the modality corresponding to $\mu$. Therefore, $s$ is a member of $S$, the argument of initialize. By executing algorithm state\_start in step 5, the proposition $\text{MHold}(s, t)$ gets added to $\beta$ (step 1) and algorithm state\_proprioceive gets executed with arguments $s$ and $t$ (step 2), where $t$ is the interval introduced by step 4 of initialize. Since $[s]$ occupies the modality corresponding to $\mu$, then, by step 2 of state\_proprioceive, $*\mu = \text{MHold}(s, t)$, and, trivially, $\beta \vdash \text{MHold}(s, t)$ since $\text{MHold}(s, t) \in \beta$. Conversely, suppose that $[s]$ does not occupy the modality corresponding to $\mu$. By Axiom 8.1, some other state, $[s']$ occupies that modality. Following the same argument outlined above, algorithm initialize results in assigning $\mu$ a proposition $\text{MHold}(s', t')$, for some $t' \in \Psi(T)$. Therefore, $*\mu \neq \text{MHold}(s, t)$ for any $t \in T$.

Induction Hypothesis. Assume that, at $[\text{NOW}_i]$, $[s]$ occupies the modality corresponding to $\mu$ if and only if there is some $t \in \Psi(T)$ such that $*\mu = \text{MHold}(s, t)$ and $\beta \vdash \text{MHold}(s, t)$.

Induction Step. Consider the situation at $[\text{NOW}_{i+1}]$. We will break the proof of the induction step into four sub-proofs: sub-proofs (a) and (b) cover two complementary cases of the if part of the theorem, sub-proofs (c) and (d) cover two similar cases of the only-if part.

(a). Suppose that $[s]$ occupies the modality corresponding to $\mu$ at both $[\text{NOW}_{i+1}]$ and $[\text{NOW}_i]$. By the induction hypothesis, at $[\text{NOW}_i]$, $\mu$ is set to $\text{MHold}(s, t)$, for some $t \in \Psi(T)$. In addition, $\beta \vdash \text{MHold}(s, t)$. Thus, we only need to show that $\mu$ retains its value over $[\text{NOW}_{i+1}]$. The value of NOW can change from $\text{NOW}_i$ to $\text{NOW}_{i+1}$ only if one of algorithms state\_change, assert\_start, or assert\_cease is executed. Since assert\_start and assert\_cease do not involve any steps that set proprioception modality variables, then if NOW moves due to the execution of either algorithm, $\mu$ would retain its value. Now, suppose that NOW moves due to the execution of algorithm state\_change. The only places in state\_change where proprioception modality variables are set are steps 3 and 4b (through the execution of algorithm state\_proprioceive). But since $[s]$ occupies the modality corresponding to $\mu$ at both $[\text{NOW}_{i+1}]$ and $[\text{NOW}_i]$, then by Axiom 8.1 and pre-condition 2, there is no $s' \in S^*$ such that $[s']$ occupies the modality corresponding to $\mu$. Thus, $\mu$ never gets changed by algorithm state\_proprioceive. Therefore, at $[\text{NOW}_{i+1}]$, following the execution of state\_change, $*\mu = \text{MHold}(s, t)$.

(b). Suppose that, at $[\text{NOW}_{i+1}]$, but not at $[\text{NOW}_i]$, $[s]$ occupies the modality corresponding to $\mu$. By Axiom 8.2, at $[\text{NOW}_i]$, there is no $\mu' \in \mathcal{M}_{\text{prop}}$ such that $[s]$ occupies the modality corresponding to $\mu'$. Further, by Axiom 8.5, there is no $\mu' \in \mathcal{M}_{\text{per}}$ such that $[s]$ is perceived via the modality corresponding to $\mu'$. By the induction hypothesis, at $[\text{NOW}_i]$, there is no $t \in T$ and $\mu' \in \mathcal{M}$.
such that $*\mu' = \text{MHold}(s, t)$. Therefore, as $[s]$ undergoes the transition from not occupying the modality corresponding to $\mu$ to occupying it, $s$ satisfies pre-conditions 1 and 2 of algorithm \text{state change}, and the algorithm gets initiated with $s \in S^\dagger$. By the proof of Theorem 8.1, at $[*\text{NOW}_{i+1}]$, for some $t \in T$, $*\mu = \text{MHold}(s, t)$ and $\beta \vdash \text{MHold}(s, t)$.

(c). Suppose that, at $[*\text{NOW}_i]$, but not at $[*\text{NOW}_{i+1}]$, $[s]$ occupies the modality corresponding to $\mu$. By Axiom 8.1, there is some $s'$ ($s' \neq s$) such that, at $[*\text{NOW}_{i+1}]$, but not at $[*\text{NOW}_i]$, $[s']$ occupies the modality corresponding to $\mu$. Thus, following the proof of part (b) above (switching $s'$ and $s$), at $[*\text{NOW}_{i+1}]$, $*\mu = \text{MHold}(s', t')$, for some $t' \in T$. Therefore, at $[*\text{NOW}_{i+1}]$, $*\mu \neq \text{MHold}(s, t)$, for any $t \in T$.

(d). Suppose that, at neither $[*\text{NOW}_i]$ nor $[*\text{NOW}_{i+1}]$, does $[s]$ occupy the modality corresponding to $\mu$. By Axiom 8.1, there are $s'$ and $s''$, different from $s$, such that, at $[*\text{NOW}_i]$, $[s']$ occupies the modality corresponding to $\mu$ and, at $[*\text{NOW}_{i+1}]$, $[s'']$ occupies the modality corresponding to $\mu$. If $s'' = s'$, then, following the proof of part (a) above, at $[*\text{NOW}_{i+1}]$, $*\mu = \text{MHold}(s'', t''')$, for some $t''' \in T$. If, on the other hand, $s'' \neq s'$, then following the proof of part (b) above, at $[*\text{NOW}_{i+1}]$, $*\mu = \text{MHold}(s'', t''')$, for some $t''' \in T$. Since $s \neq s''$, then in either case, at $[*\text{NOW}_{i+1}]$, $*\mu \neq \text{MHold}(s, t)$, for any $t \in T$.

From (a), (b), (c), and (d) the induction step follows. Since $s$ and $\mu$ are arbitrary, the lemma follows. \hfill \Box

Given the above result, we are now ready to prove the main theorem for this section.

\textbf{Theorem 12.1} For every $i \in \mathbb{N}$ ($i > 0$), $s \in \text{TEMP}$ such that $\text{Mod}_{\text{prop}}(s) \neq \emptyset$, and $\mu \in \text{Mod}_{\text{prop}}(s)$, at $[*\text{NOW}_i]$, if $[s]$ occupies the modality corresponding to $\mu$, then $\beta \vdash \text{Hold}(s, \text{NOW}_i)$.

\textbf{Proof.} Pick some $i \in \mathbb{N}$ ($i > 0$), $s \in \text{TEMP}$, and $\mu \in \text{Mod}_{\text{prop}}(s)$. Suppose that, at $[*\text{NOW}_i]$, $[s]$ occupies the modality corresponding to $\mu$. By Lemma 12.1, at $[*\text{NOW}_i]$, $*\mu = \text{MHold}(s, t)$ and $\beta \vdash \text{MHold}(s, t)$ for some $t \in \Psi(T)$. Step 3 of algorithm \text{setup new MTF} results in adding the proposition $p = \text{NOW}_i \sqsubseteq t$ to $\beta$. Given $p$, \textbf{AS2}, and \textbf{AS3}, $\beta \vdash \text{Hold}(s, \text{NOW}_i)$. Since $i, s$, and $\mu$ are arbitrary, then the result applies to all $i \in \mathbb{N}$, $s \in \text{TEMP}$, and $\mu \in \text{Mod}_{\text{prop}}(s)$. \hfill \Box

\subsection*{12.2 Is Believing Feeling?}

The above theorem is essentially a completeness-like result. Similarly, we may prove the following soundness-like Theorem.
Theorem 12.2 For every \( i \in \mathbb{N} \ (i > 0) \), \( s \in \text{TEMP} \) such that \( \text{Mod}_{\text{prop}}(s) \neq \{\} \), and \( \mu \in \text{Mod}_{\text{prop}}(s) \), at \( \llbracket \text{NOW}_i \rrbracket \), if \( \beta \vdash \text{Holds}(s, \text{NOW}_i) \), then \( \llbracket s \rrbracket \) occupies the modality corresponding to \( \mu \).

Proof. We prove the theorem using contraposition. Pick some \( i \in \mathbb{N} \ (i > 0) \), \( s \in \text{TEMP} \), and \( \mu \in \text{Mod}_{\text{prop}}(s) \). Suppose that, at \( \llbracket \text{NOW}_i \rrbracket \), \( s \) does not occupy the modality corresponding to \( \mu \). By Axioms 8.1 and 8.2, there is some \( s' \in \text{TEMP} \) such that \( s' \neq s \), \( \mu \in \text{Mod}_{\text{prop}}(s') \), and, at \( \llbracket \text{NOW}_i \rrbracket \), \( \llbracket s' \rrbracket \) occupies the modality corresponding to \( \mu \). By Theorem 12.1, at \( \llbracket \text{NOW}_i \rrbracket \), \( \beta \vdash \text{Holds}(s', \text{NOW}_i) \). Given Axiom 8.3, at \( \llbracket \text{NOW}_i \rrbracket \), \( \beta \vdash \neg \text{Holds}(s, \text{NOW}_i) \). Since \( i \), \( s \), and \( \mu \) are arbitrary, then the result applies to all \( i \in \mathbb{N} \), \( s \in \text{TEMP} \), and \( \mu \in \text{Mod}_{\text{prop}}(s) \). \( \square \)

Having proved the above theorem, we feel obliged to raise a number of issues that may render the reader a little skeptical about Theorem 12.2 (and Theorem 12.1, for that matter). This, however, is not due to a problem with our system or our mathematical skills, but due to a number of reasons that have to do with gullibility, astuteness, and the need for future research.

First of all, recall what we mean by “soundness” here. We do not merely mean the property of a logical system that allows only valid inferences, we mean that feature of a cognitive agent that allows it to have only justified beliefs. As per Theorem 12.1, bodily sensations justify beliefs about bodily states, but there could be other justifications for such beliefs too. For example, a human (or otherwise) agent may tell Cassie about states of her own body, for example that she is holding a fruit (recall our discussion in Section 8.5 in relation to the sixth principle of change). If Cassie feels that she is holding a fruit, then no problem. But what if she does not? Should she believe that she is holding a fruit? It depends. If Cassie is a highly-gullible agent (which most AI systems are), then she should believe whatever she is told, and that would be a counter-example for the believing-is-feeling hypothesis for bodily states. But this is only considering one extreme of the scale of agent-gullibility. On the other extreme, Cassie always ignores, and never believes, anything she is told about her bodily states; if she feels them, she will believe in them, according to Theorem 12.1. But this too is an extreme position. In fact, in order for Cassie to initially learn what different bodily sensations mean, some outside help is inevitable. A moderate position is, therefore, required. A possibility would be for Cassie to believe those assertions about states of her body that do not contradict beliefs invoked by what she feels. For example, feeling and believing that she is holding an apple she should reject an outside statement indicating that she is empty-handed. However, given the way we have developed our system (in particular, Axioms 8.1 and 8.3), unless Cassie is told exactly what she feels, the asserted information would have to be contradictory to Cassie's beliefs. Thus, in this case too, Cassie would reject anything that she is told about bodily states she does not feel. The most lenient position, the one we tacitly adopt, is to allow Cassie to hold
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beliefs contradictory to what she feels. There are justifications for this. For suppose that the holding-an-apple bodily sensations are mere hallucinations due to some SAL problem. In that case, Cassie may learn about such a problem from the contradictory external input as long as it is coming from some credible source (for example, a human supervisor, not a fellow robot). What this boils down to, then, is the issue of belief revision in a multi-source environment. Progress on this front is currently underway but still not complete enough to be integrated into our theory (see (Johnson and Shapiro, 2000a) for a preliminary report). Were Cassie to choose to believe that she is holding an apple (because the source of the “empty-handed”-assertion is less credible than proprioception) than no problem; Theorems 12.1 and 12.2 are upheld. On the other hand, if Cassie were to believe that she is empty-handed, then both theorems would be violated. Thus, Theorems 12.1 and 12.2 are valid as long as Cassie does not choose to believe, as mandated by belief revision principles, that a bodily state holds when (Cassie feels) that it does not occupy any modalities.

12.3 Seeing is Believing: A “Completeness” Result for Perceived States

Similar to what we did in Section 12.1, we shall show that our system guarantees that, whenever Cassie is perceiving a state holding, then she may syntactically-infer that it does. We first prove a lemma similar to Lemma 12.1

Lemma 12.2 For every \( i \in \mathbb{N} \) \( (i > 0) \) and \( s \in \text{TEMP} \) such that \( \text{Mod}_{\text{per}}(s) \) is defined, at \(*\text{NOW}_i\), \([s]\) is perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s) \) if and only if there is some \( t \in \Psi(\mathcal{T}) \) such that \( \text{MHold}(s,t) \in *\text{Mod}_{\text{per}}(s) \) and \( \beta \vdash \text{MHold}(s,t) \).

Proof. Pick some \( s \in \text{TEMP} \) such that \( \text{Mod}_{\text{per}}(s) \) is defined. We use induction on \( i \) to prove the lemma.

Basis. Let \( i = 1 \). \( \Phi(*\text{NOW}_1) \) is established by initiating algorithm initialize. Suppose that \([s]\) is perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s) \). Therefore, \( s \) is a member of \( S \), the argument of initialize. By executing algorithm state_start in step 5, the proposition \( \text{MHold}(s,t) \) gets added to \( \beta \) (step 1) and algorithm state_perceive gets executed with arguments \( s \) and \( t \) (step 2), where \( t \) is the interval introduced by step 4 of initialize. Since \([s]\) is perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s) \), then, by algorithm state_perceive, \( \text{MHold}(s,t) \in *\text{Mod}_{\text{per}}(s) \). Conversely, suppose that \([s]\) is not perceived via the modality corresponding to \( \text{Mod}_{\text{per}}(s) \). By Axiom 8.4 and pre-condition 1, \( s \not\in S \). Thus, the execution of algorithm state_perceive would not result in adding any propositions concerning \( s \) to \(*\text{Mod}_{\text{per}}(s) \). Since, for \(*\text{NOW}_1\), algorithm initialize is the only place where modality variables are set, then, at \(*\text{NOW}_1\), \( *\text{Mod}_{\text{per}}(s) \not\equiv \text{MHold}(s,t) \) for any \( t \in \mathcal{T} \).
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**Induction Hypothesis.** Assume that, at $[^*\text{NOW}_i]$, $[s]$ is perceived via the modality corresponding to $\text{Mod}_{\text{per}}(s)$ if and only if there is some $t \in \Psi(T)$ such that $\text{Mholds}(s, t) \in *\text{Mod}_{\text{per}}(s)$ and $\beta \vdash \text{Mholds}(s, t)$.

**Induction Step.** Consider the situation at $[^*\text{NOW}_{i+1}]$. Similar to the proof of Lemma 12.1, we break down the proof into four parts.

(a). Suppose that $[s]$ is perceived via the modality corresponding to $\text{Mod}_{\text{per}}(s)$ at both $[^*\text{NOW}_{i+1}]$ and $[^*\text{NOW}_i]$. By the induction hypothesis, at $[^*\text{NOW}_i]$, $\text{Mholds}(s, t) \in *\text{Mod}_{\text{per}}(s)$ and $\beta \vdash \text{Mholds}(s, t)$, for some $t \in \Psi(T)$. Thus, we only need to show that the proposition $\text{Mholds}(s, t)$ remains a member of $*\text{Mod}_{\text{per}}(s)$ over $[^*\text{NOW}_{i+1}]$. The value of NOW can change from $[^*\text{NOW}_i]$ to $[^*\text{NOW}_{i+1}]$ only if one of algorithms state_change, assert_start, or assert cease is executed. Since assert_start and assert cease do not involve any steps that set perception modality variables, then if NOW moves due to the execution of either algorithm, $\text{Mod}_{\text{per}}(s)$ would not be changed. Now, suppose that NOW moves due to the execution of algorithm state_change. The only place in state_change where propositions get removed from perception modality variables is step 5, through the execution of algorithm cease_perceive. But since $[s]$ is perceived via the modality corresponding to $\text{Mod}_{\text{per}}(s)$ at both $[^*\text{NOW}_{i+1}]$ and $[^*\text{NOW}_i]$, then, by pre-condition 4 of state_change, $s \notin S^\downarrow$. Thus, algorithm cease_perceive does not get applied to $s$, and the proposition $\text{Mholds}(s, t)$ never gets removed from $\text{Mod}_{\text{per}}(s)$ by algorithm state_change. Therefore, at $[^*\text{NOW}_{i+1}]$, following the execution of state_change, $\text{Mholds}(s, t) \in *\text{Mod}_{\text{per}}(s)$ and $\beta \vdash \text{Mholds}(s, t)$.

(b). Suppose that, at $[^*\text{NOW}_{i+1}]$, but not at $[^*\text{NOW}_i]$, $[s]$ is perceived via the modality corresponding to $\text{Mod}_{\text{per}}(s)$. By the induction hypothesis, at $[^*\text{NOW}_i]$, there is no $t \in T$ such that $\text{Mholds}(s, t) \in *\text{Mod}_{\text{per}}(s)$. Thus, by Axiom 8.4, $s$ satisfies pre-conditions 1 and 2 of algorithm state_change, and the algorithm gets initiated with $s \in S^\downarrow$. By the proof of Theorem 8.1, at $[^*\text{NOW}_{i+1}]$, $\text{Mholds}(s, t) \in *\text{Mod}_{\text{per}}(s)$, for some $t \in \Psi(T)$.

(c). Suppose that, at $[^*\text{NOW}_i]$, but not at $[^*\text{NOW}_{i+1}]$, $[s]$ is perceived via the modality corresponding to $\text{Mod}_{\text{per}}(s)$. By Axiom 8.4, at $[^*\text{NOW}_{i+1}]$, there is no $\mu \in \mathcal{M}_{\text{per}}$ such that $[s]$ is perceived via the modality corresponding to $\mu$, and, by Axiom 8.5, $[s]$ does not occupy any proprioception modality. Given the induction hypothesis, at $[^*\text{NOW}_i]$, $\text{Mholds}(s, t) \in *\text{Mod}_{\text{per}}(s)$, for some $t \in \Psi(T)$. Therefore, $s$ satisfies pre-conditions 3 and 4 of algorithm state_change, and the algorithm gets initiated with $s \in S^\downarrow$. By Theorem 8.2, at $[^*\text{NOW}_{i+1}]$, after executing the algorithm, $\text{Mholds}(s, t) \notin *\text{Mod}_{\text{per}}(s)$, for any $t \in T$.

(d). Suppose that, at neither $[^*\text{NOW}_i]$ nor $[^*\text{NOW}_{i+1}]$, is $[s]$ perceived via the modality corresponding to $\text{Mod}_{\text{per}}(s)$. By the induction hypothesis, at $[^*\text{NOW}_i]$, $\text{Mholds}(s, t) \notin *\text{Mod}_{\text{per}}(s)$, for any $t \in T$. Therefore, we only need to show that $*\text{Mod}_{\text{per}}(s)$ continues to not include any propositions concerning $s$ over $[^*\text{NOW}_{i+1}]$.  
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The value of NOW can change from *NOW \_i to *NOW \_i+1 only if one of algorithms state\_change, assert\_start, or assert\_case is executed. Since assert\_start and assert\_case do not involve any steps that set perception modality variables, then if NOW moves due to the execution of either algorithm, \text{Mod\_per}(s) would not be changed. Now, suppose that NOW moves due to the execution of algorithm state\_change. Propositions may only be added to perception modality variables through the execution of algorithm state\_perceive. In algorithm state\_change, this may happen in steps 3, 4b, and 4c. However, since s violates pre-condition 2 of the algorithm, s \not\in S^t, and state\_perceive never gets applied to it. Therefore, at \[[*NOW_\_i+1]], following the execution of state\_change, M\text{Holds}(s,t) \not\in *\text{Mod\_per}(s), for any t \in \mathcal{T}.

From (a), (b), (c), and (d) the induction step follows. Since s is arbitrary, the lemma follows. \(\Box\)

Given the above result, we can now prove a theorem corresponding to Theorem 12.1.

**Theorem 12.3** For every i \in \mathbb{N} (i > 0) and s \in TEMP such that \text{Mod\_per}(s) is defined, if, at \[[*NOW_i]], [s] is perceived via the modality corresponding to \text{Mod\_per}(s), then \(\beta \vdash \text{Holds}(s,*\text{NOW}_i)\).

**Proof.** Pick some i \in \mathbb{N} (i > 0) and s \in TEMP such that \text{Mod\_per}(s) is defined. Suppose that, at \[[*NOW_i]], [s] is perceived via the modality corresponding to \text{Mod\_per}(s). By Lemma 12.2, at \[[*NOW_i]], M\text{Holds}(s,t) \in *\text{Mod\_per}(s) and \(\beta \vdash M\text{Holds}(s,t)\), for some t \in \Psi(\mathcal{T}). Steps 4 through 6 of algorithm setup\_new\_MTF result in adding the proposition \(p = *\text{NOW}_i \sqsupset t\) to \(\beta\). Given p, \text{AS2}, and \text{AS3}, \(\beta \vdash \text{Holds}(s,*\text{NOW}_i)\). Since i and s are arbitrary, then the result applies to all i \in \mathbb{N} (i > 0) and s \in TEMP such that \text{Mod\_per}(s) is defined. \(\Box\)

Similar to Theorem 12.1, the above theorem is a completeness-like results for perceivable states. However, unlike with Theorem 12.2, we cannot prove a corresponding soundness-like result. Note that a soundness result would state that, whenever Cassie believes that a perceivable state holds, then she perceives it. Evidently, such a result cannot be justified on any empirical grounds; Cassie may be told that a perceivable state holds even though she does not perceive it. Unlike the case with bodily states, one cannot argue that Cassie should not believe any such assertions if she does not actually perceive the state. For example, there is nothing wrong in Cassie’s believing Stu’s assertion that the walk-light is on when she is not looking towards the walk-light.
12.4 Persistence Through Time-Perception

Theorems 12.1 and 12.3 have illustrated that Cassie may syntactically infer that a state holds based on the non-syntactic, PML phenomena of perception and proprioception. As pointed out in Section 11, Cassie may also believe that a state continues to hold based on her knowledge of the typical duration of the state and her sense of how much time has passed. The latter is another PML phenomenon that falls outside the bounds of the logical theory. In this section, we prove that, in the appropriate circumstances, Cassie’s feel for how much time has passed results in the appropriate beliefs about the persistence of states.

**Theorem 12.4** For every $t \in \Psi(\mathcal{T})$, $s \in \Psi(\mathcal{TEMP})$, $q \in \Psi(\mathcal{Q})$, and $i, n \in \mathbb{N}$ ($i > 0$), if

1. $\beta \vdash \text{MHold}(s, t)$,
2. $\beta \vdash \text{SDur}(s, q)$,
3. $A(q)$ is defined,
4. for every $\Phi \in \text{Span}(t)$, $\Phi$ is a NOW-MTF,
5. $\Phi(*\text{NOW}_i)$ is the smallest element of the poset $(\text{Span}(t), \text{precedes})$,
6. $\eta(d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n}))) \leq A(q)$, and
7. for every $m \in \mathbb{N}$, $0 < m \leq n$, Cassie does not determine that $s$ ceases to hold at $\text{NOW}_{i+m}$, then
8. $\Phi(*\text{NOW}_{i+n}) \in \text{Span}(t)$.

The reader should note that the statement of the theorem is similar to the statement of Lemma 10.1; the proof closely follows that of the lemma.

**Proof.** We use induction on $n$ to prove the lemma.

**Basis.** Let $n = 0$. Given statement 5, trivially, $\Phi(*\text{NOW}_i) \in \text{Span}(t)$.

**Induction Hypothesis.** Assume that, for every $t \in \Psi(\mathcal{T})$, $s \in \Psi(\mathcal{TEMP})$, $q \in \Psi(\mathcal{Q})$, and $i \in \mathbb{N}$ ($i > 0$), the conjunction of statements 1 through 7 implies statement 8, for some $n \in \mathbb{N}$.

**Induction Step.** We need to show, for $n + 1$, that the conjunction of statements 1 through 7 implies statement 8. Given statement 6,

$$\eta(d_i(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n+1}))) \leq A(q).$$
By Corollary 10.1,
\[ \eta(d_t(\Phi(*\text{NOW}_i), \Phi(*\text{NOW}_{i+n}))) \leq A(q), \]

which, by the induction hypothesis, implies that \( \Phi(*\text{NOW}_{i+n}) \in \text{Span}(t) \). By Definition 7.8 (\text{Span}), \( t \in \Phi(*\text{NOW}_{i+n}) \). As \text{NOW} moves from \(*\text{NOW}_{i+n}\) to \(*\text{NOW}_{i+n+1}\), algorithm \text{setup}\_\text{new}\_\text{MTF} gets executed. Since \( t \) is a situation interval in \( \Phi(*\text{NOW}_{i+n}) \), then we are only concerned with steps 11 through 15 of the algorithm.

If \( \beta \vdash *\text{NOW}_{i+n+1} \sqsubseteq t \), then the conditional of step 12 is satisfied, and the proposition \(*\text{NOW}_{i+n+1} \sqsubseteq t\) is added to \( \beta \). It follows by Definitions 7.4 (MTFs) and 7.8 that \( \Phi(*\text{NOW}_{i+n+1}) \in \text{Span}(t) \).

On the other hand, if \( \beta \nvdash *\text{NOW}_{i+n+1} \sqsubseteq t \), then control flows to step 13 of \text{setup}\_\text{new}\_\text{MTF}. Since \( t \in \Phi(*\text{NOW}_{i+n}) \), then \( \beta \vdash *\text{NOW}_{i+n} \sqsubseteq t \). Thus, by \text{AS2} and \text{AS3}, \( \beta \vdash \text{Holds}(s,*\text{NOW}_{i+n}). \) Given statement 7, Cassie does not determine that \( s \) ceases to hold at \(*\text{NOW}_{i+n+1} \). Therefore, by Definition 8.5, \( \beta \nvdash *\text{NOW}_{i+n+1} \not\in t \). Thus, the conditional in step 13 of algorithm \text{setup}\_\text{new}\_\text{MTF} fails and control flows to step 14. Following the same reasoning in the proof of Lemma 10.1, the conditional in 14 is true with respect to \( t \), and the proposition \(*\text{NOW}_{i+n+1} \sqsubseteq t\) gets added to \( \beta \). By Definitions 7.4 and 7.8, \( \Phi(*\text{NOW}_{i+n+1}) \in \text{Span}(t) \). \( \square \)

12.5 Past States

We have shown that, at any time, if it is reasonable for Cassie to believe that some state holds (based on PML phenomena), then she indeed believes (at least implicitly) that it holds. In this section, we show that, at any time, Cassie’s beliefs also reasonably reflect that the event of a state holding has moved into the past.

First, we prove the following post-condition of algorithm \text{setup}\_\text{new}\_\text{MTF}.

\textbf{Lemma 12.3} For every \( t \in \Psi(T) \), \( s \in \Psi(\text{TEMP}) \), \( q \in \Psi(Q) \), and \( i \in \mathbb{N} \) \( (i > 1) \), if

1. \( \beta \vdash \text{M\text{Holds}}(s,t) \),
2. \( *\text{NOW}_{i-1} \sqsubseteq t \in \beta \),
3. \( \beta \vdash \text{SDur}(s,q) \),
4. \( A(q) \) is defined, and
5. for every \( \Phi \in \text{Span}(t) \), \( \Phi \) is a \text{NOW-MTF}, then
6. following the \( i - 1 \)-st execution of algorithm \text{setup}\_\text{new}\_\text{MTF}, \( \beta \vdash *\text{NOW}_i \sqsubseteq t \) or \( \beta \vdash *\text{NOW}_i \not\in t \).
**Proof.** Consider the $i - 1^{st}$ execution of algorithm **setup_new_MTF**. Note that this is the execution responsible for the transition from $^{*}\text{NOW}_{i-1}$ to $^{*}\text{NOW}_i$. By statement 2 and Definition 7.4 (MTFs), $t \in \Phi(*^{\text{NOW}}_{i-1})$ and, by statement 1, $t$ is a situation interval. Thus, we only need to consider steps 11 through 15 of the algorithm. If, at step 12, $\beta \vdash ^{*}\text{NOW}_i \sqsubseteq t$, then the algorithm ends, and, trivially, $\beta \vdash ^{*}\text{NOW}_i \not\sqsubseteq t$ following its execution. On the other hand, if the conditional of step 12 is not true, then step 13 is executed. If, at step 13, $\beta \vdash ^{*}\text{NOW}_i \not\sqsubseteq t$, then, trivially, $\beta \vdash ^{*}\text{NOW}_i \not\sqsubseteq t$ following the execution of the algorithm. Otherwise, step 14 gets executed. By statement 5, $\pi(t)$ is defined. Given statement 4, the conditional in 14 may be evaluated. If $\eta(\pi(t)) \leq \mathcal{A}(q)$, then step 14 guarantees that, following the execution of the algorithm, $\beta \vdash ^{*}\text{NOW}_i \sqsubseteq t$. Otherwise, the proposition $t \azero \text{NOW}_i$ gets added to $\beta$ by step 15. By **TT1**, following the execution of the algorithm, $\beta \vdash ^{*}\text{NOW}_i \not\sqsubseteq t$. \hfill \Box

We now prove the main result.

**Theorem 12.5** For every $t \in \Psi(T)$, $s \in \Psi(\text{TEMP})$, $q \in \Psi(P)$, and $i \in \mathbb{N} (i > 1)$, if

1. $\beta \vdash \text{MHold}(s, t)$,
2. $^{*}\text{NOW}_{i-1} \sqsubseteq t \in \beta$.
3. $\beta \vdash \text{SDur}(s, q)$.
4. $\mathcal{A}(q)$ is defined.
5. for every $\Phi \in \text{Span}(t)$, $\Phi$ is a NOW-MTF, and
6. Cassie determines that $s$ ceases to hold at $^{*}\text{NOW}_i$, then
7. for every $n \in \mathbb{N}$, $\beta \vdash t \azero ^{*}\text{NOW}_{i+n}$.

**Proof.** By Lemma 12.3, at $[^{*}\text{NOW}_i]$ (following the $i - 1^{st}$ execution of algorithm **setup_new_MTF**), either $\beta \vdash ^{*}\text{NOW}_i \sqsubseteq t$ or $\beta \vdash ^{*}\text{NOW}_i \not\sqsubseteq t$. Given statement 6 and Definition 8.5, the former cannot be the case.\(^{46}\) Therefore, following the $i - 1^{st}$ execution of algorithm **setup_new_MTF**, $\beta \vdash ^{*}\text{NOW}_i \not\sqsubseteq t$. Following the proof of Lemma 12.3, this may happen either through step 13 or step 15. In either case, the proposition $t \azero ^{*}\text{NOW}_i$ gets added to $\beta$. By Theorem 7.4 and the transitivity of $\azero$ (**AT2**), for every $n \in \mathbb{N}$, $\beta \vdash t \azero ^{*}\text{NOW}_{i+n}$. \hfill \Box

\(^{46}\)Recall that we are dismissing the possibility of contradictory information about current states (see Section 8.1). If this were not the case, then statement 6 may still be accommodated if belief revision algorithms choose to retract the proposition $^{*}\text{NOW}_i \sqsubseteq t$ (especially if introduced as a default assumption by step 14 of **setup_new_MTF** in favor of a newly derived/asserted contradictory proposition.
13 Conclusions and Implications

So what are the results of our investigation? Two main results, a couple of implications for research on temporal reasoning, and lots of details about the epistemology of time. First, let us go over the two main results. The primary result of this investigation is providing a solution to the problem of the fleeting now: a problem that faces agents interleaving reasoning and acting while maintaining a sense of the present time. Basically, the agent is interested in whether some state holds "now". However, since reasoning and sensory acts take time, whatever conclusion it makes will be, strictly speaking, about a different "now". Our solution is based on the simple intuition that the concept of "now" is vague as to the size of the interval it represents. The agent wonders whether the state holds, not at the sharp moment of experience, but over a broader "now", an interval whose duration is comparable to the typical duration of the state. Such an interval may still be "now", relative to some coarse level of granularity, at the time of the conclusion. Whether this is the case depends on the amount of time it takes the agent to reach a conclusion. To formalize these intuitions, we developed a theory of subjective time, which is the second main result of this investigation.

An agent's subjective sense of time involves two main components: a representation of "now" that continuously changes reflecting the progression of time, and a feel for how much time has passed. Due to the granular vagueness of the concept of "now", a mereological meet semi-lattice of intervals represents the agent's sense of "now" at different levels of granularities. A meta-logical variable, NOW, that assumes values from amongst the set of time-denoting terms of the logic, represents the agent's notion of "now" at the finest level of granularity; its value is the smallest element of the lattice of "now"s at any time. Values of NOW form a chain ordered by the temporal precedence relation, and the progression of time is modeled by introducing a new term at the end of the chain and making it the new value of NOW.

The agent's sense of how much time has passed is based on an internal subconscious clock, the pacemaker, that primarily gives the agent a feel for the duration of NOW-intervals. Two durations may feel somewhat different but, nevertheless, be indistinguishable at the level of conscious reasoning. Therefore, a quantized representation of durations was introduced to ground the amount-denoting terms of the logic. Amounts are quantized into intervals each corresponding to one half-order of magnitude (Hobbs, 2000). Both the use of half-order of magnitudes for quantization and the pacemaker for the sense of time are not central to the theory; they could be replaced by other, more suitable alternatives if needed.

The theory makes the reasonable assumption that the value of NOW changes (reflecting the progression of time) when and only when there is a detectable state
change in the agent's environment. At the current state of the theory, the environment does not include states of the agent's mind; thus, pure reasoning does not take time as far as the theory is concerned. However, reasoning may take time if it involves performing some actions (mainly, sensory actions) in order to add a missing link to a chain of inference. For NOW to change, then, the agent must perceive, proprioceive, or be told about some state change. We have outlined a number of principles that govern state change as determined by each of these means (in addition to inference). Based on these principles, a collection of algorithms have been introduced to account for what happens when time passes. In addition to changing NOW, other components of the system need to be updated—most importantly, the agent's belief space, since the passage of time always involves new beliefs about the detected changes. It should also be noted that the algorithms are general enough to account for multiple simultaneous changes including onsets and/or cessations of various states.

In addition to updating NOW and the agent's belief space, a set of modality registers are updated whenever a change is determined through perception or proprioception. Modality registers contain propositions representing what each agent modality is being used for or what it perceptually conveys about the environment. The main utility of these registers is in the smooth, reasoning-free projection of bodily and perceived states as time passes by. We have outlined an algorithm (setup.new.MTF) that is invoked every time NOW changes and that is responsible for extending continuing states over the new NOW. The algorithm makes use of the agent's knowledge of how much time has passed and typical durations of states in order to defeasibly determine whether a state continues to persist. A number of results were presented demonstrating the agent's temporal rationality—that its beliefs about whether a state holds "now", or whether it has moved into the past, are justified by what it knows, what it perceives, what it proprioceives, and what it feels regarding how much time has passed.

With respect to typical durations and issues of persistence, the theory presented here raises a number of questions to psychologists of time:

1. What kinds of mental representations and processes are involved in reasoning about typical durations of states?
2. As regards the backward projection factor, what are the biases of human subjects as to how long a perceived state has been holding?
3. What are the factors determining those biases?

The results of our investigation indeed go beyond a solution to the problem of the fleeting now. For example, an agent that knows the typical durations required by certain activities to achieve their goals, may use its sense of time to consciously
detect failure. In fact, the use of durations in planning and plan execution has been used at a “subconscious” level in various AI systems (Vere, 1983; Ambros-Ingerson and Steel, 1988, for example). In general, using its sense of time, the agent may impose certain constraints on when it should achieve some goals, and an action may be determined by the agent to have failed if it continues past a deadline. How to effectively integrate the sense of time with action execution is worth further investigation.

Future research may also proceed in other directions. For example, reasoning about durations as presented here is confined to reasoning about their order with respect to the relation \(<_Q\). This is sufficient for the purposes of this paper. However, representing and reasoning about durations have a broader range of applications in temporal reasoning (Allen and Kautz, 1988, for example). For example, consider an agent that knows that a bus arrives every 10 minutes and waits at the bus stop for 3 minutes. Given that a bus was at the bus stop at some time, \(t_1\), was there a bus at \(t_2\)? In general, to answer this question, the agent needs to know the amount of time separating \(t_1\) and \(t_2\). Such knowledge may be explicitly conveyed to the agent by direct assertion. But, in general, it need not. For example, the agent might know that there is some \(t_3\) such that \(t_1 < t_3 < t_2\), and that the amount of time between \(t_1\) and \(t_3\) is 5 minutes and that between \(t_3\) and \(t_2\) is also 5 minutes. In such a situation, the agent should be capable of answering the question. This may only be achieved, however, if the agent can engage in some arithmetical reasoning about durations—something that is not accommodated by our theory.

Even if one were to dismiss the kind of reasoning required to cope with the situation presented above, consider a case where both \(t_1\) and \(t_2\) are NOW-intervals. In such a case, the duration between \(t_1\) and \(t_2\) is given by \(d_t(\Phi(t_1), \Phi(t_2))\) (see Definition 10.2). This quantity exists at the PML and may be efficiently computed there without the need for any arithmetical reasoning. What is needed then is to allow such a computation as part of the reasoning process. This may indeed be achieved if one thinks of performing this computation as a sensory act that may be executed to add a missing link to a chain of reasoning. How this exactly is to be done requires further investigation.
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A Temporal Progression Algorithms

Algorithm $\eta(n \in \mathbb{N})$

1. If $n = 0$ then, return 0.
2. Return $1 + \text{round}(\log_{\sqrt{10}}(n))$.

Algorithm $\rho(n \in \mathbb{N})$

1. $h \leftarrow \eta(n)$.
2. If there is $q \in \Psi(Q)$ such that $A(q) = h$, then return $q$.
3. Pick some $q \in Q$, such that $q \notin \Psi(Q)$.
4. $A \leftarrow A \cup \{q,h\}$
5. $\text{min} \leftarrow \{q' | A(q') = h' \land h' < h\}$.
6. $\text{max} \leftarrow \{q' | A(q') = h' \land h < h'\}$.
7. If $\text{min}$ is not empty, then $\beta \leftarrow \beta \cup \{q_{\text{gmin}} \prec_q q\}$, where $q_{\text{gmin}}$ is the greatest element of the linearly-ordered poset $\langle \text{min}, \prec \rangle$.
8. If $\text{max}$ is not empty, then $\beta \leftarrow \beta \cup \{q \prec_q q_{\text{imax}}\}$, where $q_{\text{imax}}$ is the smallest element of the linearly-ordered poset $\langle \text{max}, \prec \rangle$.
9. return $q$.

Algorithm initialize\_NOW

1. Pick some $t \in T$, such that $t \notin \Psi(T)$.
2. COUNT $\leftarrow 0$.
3. NOW $\leftarrow t$. 
Algorithm move NOW

1. Pick some $t \in T$, such that $t \notin \Psi(T)$.
2. $\beta \leftarrow \beta \cup \{*NOW < t, \text{Dur}(\text{*NOW, } \rho(\text{*COUNT}))*\}.$
3. $A \leftarrow A \cup \{\text{*NOW, *COUNT}\}.$
4. COUNT $\leftarrow 0.$
5. NOW $\leftarrow t.$

Algorithm setup_new_MTF($S \subseteq \Psi(\text{TEMP})$)

1. move NOW
2. For all $\mu \in \mathcal{M}_{\text{prop}}$
   3. If there are $s$ and $t$ such that $\star \mu = \text{M} \text{Holds}(s, t)$, then $\beta \leftarrow \beta \cup \{\text{*NOW} \subset t\}.$
4. For all $\mu \in \mathcal{M}_{\text{per}}$
   5. For all $s$ and $t$ such that $\text{M} \text{Holds}(s, t) \in \star \mu$
      6. $\beta \leftarrow \beta \cup \{\text{*NOW} \subset t\}.$
7. For all $t \in [\text{*NOW}_{i-1}] \setminus \{\text{*NOW}_{i-1}\}$
   8. If $\eta(\pi(t)) \leq A(\delta(t))$, then $\beta \leftarrow \beta \cup \{\text{*NOW} \subset t\}.$
   9. Else $\beta \leftarrow \beta \cup \{t \prec \text{*NOW}\}.$
10. For all $s \in S \beta \leftarrow \beta \cup \{\neg \text{Holds}(s, \text{*NOW})\}.$
11. For all $t \in \Phi(\text{*NOW}_{i-1}) \setminus [\text{*NOW}_{i-1}]$,
    12. If $\beta \vdash \text{*NOW} \subset t$, then $\beta \leftarrow \beta \cup \{\text{*NOW} \subset t\}.$
    13. Else, if $\beta \vdash \text{*NOW} \not\subset t$, then $\beta \leftarrow \beta \cup \{t \prec \text{*NOW}\}.$
    14. Else, if $\eta(\pi(t)) \leq A(q)$, where SDur($s, q$) and Mholds($s, t$), then $\beta \leftarrow \beta \cup \{\text{*NOW} \subset t\}.$
    15. Else $\beta \leftarrow \beta \cup \{t \prec \text{*NOW}\}.$
Algorithm \textit{state\_present}(s,t)

1. \( q' \leftarrow \rho(\sqrt{10}b_{p}(A(q)^{-1})) \), where \( \beta \vdash \text{SDur}(s,q) \).
2. For every \( t' \in [\text{\*NOW}] \)
   3. If \( \beta \not\vdash \text{\textit{-Holds}}(s,t') \)
      and \( \delta(t') = q' \) or \( \beta \vdash \delta(t') < q \),
         then \( \beta \leftarrow \beta \cup \{ t' \subseteq t \} \).

Algorithm \textit{state\_query}(s)

1. \( q' \leftarrow \rho(\sqrt{10}b_{p}(A(q)^{-1})) \), where \( \beta \vdash \text{SDur}(s,q) \).
2. Pick some \( t \in \mathcal{T} \), such that \( t \notin \Psi(\mathcal{T}) \).
3. \( \beta \leftarrow \beta \cup \{ \text{\*NOW} \subseteq t, \text{Dur}(t,q') \} \).
4. Initiate deduction for \text{Holds}(s,t).

Algorithm \textit{state\_change}(S^\uparrow \subseteq \text{TEMP}, S^\downarrow \subseteq \text{TEMP})

1. \( P_{\text{new}} \leftarrow \{ \} \).
2. For all \( s_i \in S^\uparrow \)
   3. If \( \beta \vdash \text{Holds}(s_i, \text{\*NOW}) \) then \textit{start\_ceive}(s_i, t_i), where \( t_i \) is the situation
      interval associated with \( s_i \) such that \( \beta \vdash \text{\*NOW} \subseteq t_i \)
   4. else
      4a. Pick some \( t_i \in \mathcal{T} \), such that \( t_i \notin \Psi(\mathcal{T}) \).
      4b. If \( \beta \vdash \text{\textit{-Holds}}(s_i, \text{\*NOW}) \) then \textit{state\_start}(s_i, t_i).
      4c. Else, \textit{state\_persist}(s_i, t_i).
      4d. \( P_{\text{new}} \leftarrow P_{\text{new}} \cup \{ \text{Mholds}(s_i, t_i) \} \).
5. For all \( s_i \in S^\downarrow \), \textit{cease\_perceive}(s_i).
6. \textit{setup\_new\_MTF}(\{\}).
7. \textit{Forward}(P_{\text{new}}).

Algorithm \textit{start\_ceive}(s,t)

1. \textit{start\_proprioceive}(s,t).
2. \textit{start\_perceive}(s,t).
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Algorithm `start_proprioceive(s, t)`

1. If \( \text{Mod}_\text{prop}(s) \neq \{\} \), then
   for all \( \mu \in \text{Mod}_\text{prop}(s) \), \( \mu \leftarrow \text{MHold}(s,t) \).

Algorithm `start_perceive(s, t)`

1. If \( \text{Mod}_{\text{per}}(s) \) is defined, then
   \( \text{Mod}_{\text{per}}(s) \leftarrow *\text{Mod}_{\text{per}}(s) \cup \{\text{MHold}(s,t)\} \).

Algorithm `state_start(s, t)`

1. \( \beta \leftarrow \beta \cup \{\text{MHold}(s,t)\} \).
2. `start_perceive(s, t)`.

Algorithm `state_persist(s, t)`

1. \( \beta \leftarrow \beta \cup \{\text{MHold}(s,t)\} \).
2. `start_perceive(s, t)`.

Algorithm `cease_perceive(s)`

1. If \( \text{Mod}_{\text{per}}(s) \) is defined, then
   \( \text{Mod}_{\text{per}}(s) \leftarrow *\text{Mod}_{\text{per}}(s) \setminus \{\text{MHold}(s,t)\} \)

Algorithm `assert_persist(S \subseteq \text{TEMP})`

1. \( P_{\text{new}} \leftarrow \{\} \).
2. For all \( s_i \in S \)
   3. Pick some \( t_i \in \mathcal{T} \), such that \( t_i \notin \Psi(\mathcal{T}) \).
4. \( \beta \leftarrow \beta \cup \{\text{MHold}(s_i, t_i), *\text{NOW} \sqsubset t_i\} \).
5. \( P_{\text{new}} \leftarrow P_{\text{new}} \cup \{\text{MHold}(s_i, t_i)\} \).
6. `Forward(P_{\text{new}})`.
Algorithm `assert_start(S \subseteq TEMP)`

1. `setup_new_MTF()`.
2. \( P_{\text{new}} \leftarrow \{\} \).
3. For all \( s_i \in S \)
   4. Pick some \( t_i \in \mathcal{T} \), such that \( t_i \notin \Psi(\mathcal{T}) \).
   5. \( \beta \leftarrow \beta \cup \{\text{MHold}(s_i, t_i), \text{*NOW } \sqsupseteq t_i\} \).
   6. \( P_{\text{new}} \leftarrow P_{\text{new}} \cup \{\text{MHold}(s_i, t_i)\} \).
7. `Forward(P_{\text{new}})`.

Algorithm `assert cease(S \subseteq TEMP)`

1. `setup_new_MTF(S)`.

Algorithm `initialize(S \in TEMP)`

1. \( P_{\text{new}} \leftarrow \{\} \).
2. `initialize_NOW`.
3. For all \( s_i \in S \)
   4. Pick some \( t_i \in \mathcal{T} \) such that \( t_i \notin \Psi(\mathcal{T}) \).
   5. `state_start(s_i, t_i)`.
   6. \( \beta \leftarrow \beta \cup \{\text{*NOW } \sqsubseteq t_i\} \).
   7. \( P_{\text{new}} \leftarrow P_{\text{new}} \cup \{\text{MHold}(s_i, t_i)\} \).
8. `Forward(P_{\text{new}})`.

Algorithm `Forward(P \subseteq \Psi(P))`

1. \( P_{\text{inf}} \leftarrow \text{Forward_old}(P) \).
2. For every \( p \in P \cup P_{\text{inf}} \)
   3. If \( p = \text{Holds}(s, \text{*NOW}) \), for some \( s \in \Psi(\text{TEMP}) \), then
      4. If there is some \( t \in \Psi(\mathcal{T}) \) such that \( \beta \vdash \text{MHold}(s, t) \), then `state_present(s, t)`.
5. Else
   5a. Pick some \( t \in \mathcal{T} \) such that \( t \notin \Psi(\mathcal{T}) \).
   5b. \( \beta \leftarrow \beta \cup \{\text{MHold}(s, t), \text{*NOW } \sqsubseteq t\} \).
   5c. `state_present(s, t)`.
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B Proofs of Theorems TT1 and TT2

We will break the proof of TT1 down by proving two simpler lemmas.

- **LT1.** \( T_{v_1} \prec T_{v_2} \Rightarrow \neg [T_{v_2} \sqsubseteq T_{v_1}] \)

Proof.

1. \( T_{v_1} \prec T_{v_2} \) (Assumption)
2. \( T_{v_2} \sqsubseteq T_{v_1} \) (Assumption)
3. \( T_{v_1} \prec T_{v_2} \land T_{v_2} \sqsubseteq T_{v_1} \) (1, 2, \( \land \)-introduction)
4. \( [T_{v_1} \prec T_{v_2} \land T_{v_2} \sqsubseteq T_{v_1}] \Rightarrow T_{v_2} \prec T_{v_2} \) (**AT7**, \( \forall \)-elimination)
5. \( T_{v_2} \prec T_{v_2} \) (3, 4, \( \Rightarrow \)-elimination)
6. \( \text{Equiv}(T_{v_2}, T_{v_2}) \Rightarrow \neg [T_{v_2} \prec T_{v_2}] \) (**AT3**, \( \forall \)-elimination)
7. \( \neg [T_{v_2} \prec T_{v_2}] \) (6, reflexivity of Equiv, \( \Rightarrow \)-elimination)
8. \( \neg [T_{v_2} \sqsubseteq T_{v_1}] \) (2, 5, 7, \( \neg \)-introduction)
9. \( T_{v_1} \prec T_{v_2} \Rightarrow \neg [T_{v_2} \sqsubseteq T_{v_1}] \) (1, 8, \( \Rightarrow \)-introduction)

Q.E.D.

- **LT2.** \( T_{v_1} \prec T_{v_2} \Rightarrow \neg [T_{v_1} \sqsubseteq T_{v_2}] \)

Proof.

1. \( T_{v_1} \prec T_{v_2} \) (Assumption)
2. \( T_{v_1} \sqsubseteq T_{v_2} \) (Assumption)
3. \( T_{v_1} \prec T_{v_2} \land T_{v_1} \sqsubseteq T_{v_2} \) (1, 2, \( \land \)-introduction)
4. \( [T_{v_1} \prec T_{v_2} \land T_{v_1} \sqsubseteq T_{v_2}] \Rightarrow T_{v_1} \prec T_{v_1} \) (**AT8**, \( \forall \)-elimination)
5. \( T_{v_1} \prec T_{v_1} \) (3, 4, \( \Rightarrow \)-elimination)
6. \( \text{Equiv}(T_{v_1}, T_{v_1}) \Rightarrow \neg [T_{v_1} \prec T_{v_1}] \) (**AT3**, \( \forall \)-elimination)
7. \( \neg [T_{v_1} \prec T_{v_1}] \) (6, reflexivity of Equiv, \( \Rightarrow \)-elimination)
8. $\neg[T_{v1} \sqsubseteq T_{v2}]$  (2, 5, 7, $\neg$-introduction)

9. $T_{v1} \prec T_{v2} \Rightarrow \neg[T_{v1} \sqsubseteq T_{v2}]$  (1, 8, $\Rightarrow$-introduction)

Q.E.D.

Given **LT1** and **LT2**, **TT1** readily follows.

Similarly, we prove **TT2** by proving the two lemmas **LT3** and **LT4**.

- **LT3**: $[T_{v2} \sqsubseteq T_{v1} \land T_{v3} \sqsubseteq T_{v1} \land T_{v2} \prec T_{v3}] \Rightarrow T_{v2} \sqsubseteq T_{v1}$

  **Proof.**

  1. $T_{v2} \sqsubseteq T_{v1} \land T_{v3} \sqsubseteq T_{v1} \land T_{v2} \prec T_{v3}$  (Assumption)

  2. $\neg[T_{v2} \sqsubseteq T_{v1}]$  (Assumption)

  3. $T_{v2} \sqsubseteq T_{v1}$  (1, $\land$-elimination)

  4. $\text{Equiv}(T_{v2}, T_{v1})$  (Follows from 2, 3, and **AT10**)

  5. $T_{v1} \sqsubseteq T_{v2}$  (4, **AT6**, $\Rightarrow$-elimination)

  6. $T_{v3} \sqsubseteq T_{v1}$  (1, $\land$-elimination)

  7. $T_{v3} \sqsubseteq T_{v1} \land T_{v1} \sqsubseteq T_{v2}$  (5, 6, $\land$-introduction)

  8. $T_{v3} \sqsubseteq T_{v2}$  (7, **AT5**, $\Rightarrow$-elimination)

  9. $T_{v2} \prec T_{v3}$  (1, $\land$-elimination)

  10. $\neg[T_{v3} \sqsubseteq T_{v2}]$  (9, **LT1**, $\Rightarrow$-elimination)

  11. $T_{v2} \sqsubseteq T_{v1}$  (2, 8, 10, $\neg$-elimination)

  12. $[T_{v2} \sqsubseteq T_{v1} \land T_{v3} \sqsubseteq T_{v1} \land T_{v2} \prec T_{v3}] \Rightarrow T_{v2} \sqsubseteq T_{v1}$  (1, 11, $\Rightarrow$-introduction)

  Q.E.D.

- **LT4**: $[T_{v2} \sqsubseteq T_{v1} \land T_{v3} \sqsubseteq T_{v1} \land T_{v2} \prec T_{v3}] \Rightarrow T_{v3} \sqsubseteq T_{v1}$

  **Proof.**

  1. $T_{v2} \sqsubseteq T_{v1} \land T_{v3} \sqsubseteq T_{v1} \land T_{v2} \prec T_{v3}$  (Assumption)

  2. $\neg[T_{v3} \sqsubseteq T_{v1}]$  (Assumption)

  3. $T_{v3} \sqsubseteq T_{v1}$  (1, $\land$-elimination)

  4. $\text{Equiv}(T_{v3}, T_{v1})$  (Follows from 2, 3, and **AT10**)

  5. $T_{v1} \sqsubseteq T_{v3}$  (4, **AT6**, $\Rightarrow$-elimination)

  6. $T_{v2} \sqsubseteq T_{v1}$  (1, $\land$-elimination)

  7. $T_{v2} \sqsubseteq T_{v1} \land T_{v1} \sqsubseteq T_{v3}$  (5, 6, $\land$-introduction)
8. $T_{v_2} \subseteq T_{v_3}$  
9. $T_{v_2} \prec T_{v_3}$  
10. $\neg [T_{v_2} \subseteq T_{v_3}]$  
11. $T_{v_3} \sqsubseteq T_{v_1}$  
12. $[T_{v_2} \subseteq T_{v_1} \land T_{v_3} \subseteq T_{v_1} \land T_{v_2} \prec T_{v_3}] \Rightarrow T_{v_3} \sqsubseteq T_{v_1}$

(7, $\textbf{AT5}$, $\Rightarrow$-elimination)  
(1, $\land$-elimination)  
(9, $\textbf{LT2}$, $\Rightarrow$-elimination)  
(2, 8, 10, $\neg$-elimination)  
(1, 11, $\Rightarrow$-introduction)  

Q.E.D.

$\textbf{TT2}$ follows directly from $\textbf{LT3}$ and $\textbf{LT4}$.
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