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Abstract—A major challenge in shared path protection is
to select a jointly optimized pair of active and backup paths.
While Integer Linear Programming (ILP) based approaches
are notoriously time consuming, existing heuristics such as
active path first (APF) can only achieve sub-optimal results.


In this paper, we propose a novel heuristic called APF
with potential backup cost or APF-PBC under the distributed
partial information management framework described in
[1] for ultra-fast processing of on-line requests. We show
that APF-PBC canoutperform existing schemes based on In-
teger Linear Programming (ILP) with exactly the same in-
put (either partial or complete information) and constraint.
We also show how an intuitive function to compute the po-
tential backup cost is derived mathematically based on the
statistical analysis of experimental data.


Keywords— bandwidth sharing, distributed routing, on-
line heuristic, potential cost, statistical analysis.


I. INTRODUCTION


Many emerging applications including nation-wide col-
laborative science and engineering projects require that
reliable, high-bandwidth connections be dynamically set
up and released between large computing resources (e.g.,
storage with terabytes to petabytes of data, clustered su-
percomputers and visualization displays). To meet the re-
quirements of these emerging applications in an econom-
ical way, a network must quickly and dynamically provi-
sion bandwidth-guaranteed connections, each with suffi-
cient protection against possible failures of network com-
ponents (e.g., links or nodes).


In this work, we will introduce an ultra-fast and effi-
cient algorithm to process on-line requests for either es-
tablishing or releasing a connection. Driven by the de-
mand for more flexible services from applications men-
tioned above (the “push” effect), and service providers’
desire to generate more revenues (the “pull” effect), much
frequent requests for connections establishment and re-
lease are expected in the near future. This, in conjunction
with the large (and increasing) size of the Internet, makes
distributed control and signaling extremely attractive for
the purpose of achieving a good scalability.


While approaches other than path protection may be
adopted to achieve a good degree of survivability, this
work considers shared path protection for its quick restora-
tion speed (even without fast fault localization) and high
bandwidth efficiency. In the following, we will limit our
discussions to protection against a single link failure as the
problem of protection against a single node failure can be
transformed to that of protection against a single link fail-
ure by splitting each node into two halves interconnected
with a “virtual” directed link.


With path protection (but no bandwidth sharing), a link-
disjoint pair of paths, called active path (AP) and backup
path (BP), respectively, from an ingress node to an egress
node is used to satisfy each connection. More specifi-
cally, assume that the connection requires � units of band-
width. The same amount of bandwidth (called active band-
width or ABW) will be used on each link along the AP
to establish the connection. Meanwhile, � units of band-
width (called backup bandwidth or BBW) is also reserved
on each link along the BP. This BP will be used to (re-
)establish the connection to re-route the information to be
carried after the AP breaks due to a link failure along the
AP (and before the AP can be restored).


The concept of shared protection is illustrated using the
following example. Assume that two connections, requir-
ing �� and �� units of bandwidth, respectively, are estab-
lished using two link disjoint APs. Note that under such
an assumption, the two APs cannot break at the same time
provided that at most one link in the network can fail at
any given time, or more precisely, no additional failures
may occur before an existing failure is repaired (which is a
fairly practical and reasonable assumption). Accordingly,
their corresponding BPs need not be used to (re)-establish
the two connections, respectively, at the same time either.
Hence, if the two corresponding BPs use the same link �,
they can share the backup bandwidth (BBW) without af-
fecting the survivability of either connection. More specif-
ically, with shared protection, the total BBW that needs be
allocated on link � (for the two BPs) is ������� ��� (in-
stead of �� � ��).







IEEE INFOCOM 2002 2


The problem of minimizing the total bandwidth or TBW
(which is the sum of ABW and BBW) needed to sat-
isfy a given set of requests for establishing connections
is NP-hard. Many off-line approaches with applications to
SONET, ATM and WDM networks case have been pro-
posed (see for example the work in [2], [3], [4] and the
references contained therein).


In the on-line case to be studied, not all requests arrive
at the same time, and a decision as to how to satisfy a re-
quest for connection establishment (if possible at all) has
to be made without knowing which requests will arrive
in the future, and, for the sake of guaranteed QoS, with-
out being able to rearrange the way existing connections
are established. In such an case, a sensible approach is to
try to allocate minimal TBW when satisfying each request
for connection establishment, and de-allocate a maximal
BBW when satisfying each request for connection release
(as the ABW to be de-allocated is always a fixed amount).


The above approach may lead to either the minimization
of TBW needed to support a given number of requests, or
the maximization of revenues for a given network capacity,
or both (these two performance metrics will be described
in more detail in Sec. IV). In fact, several ILP formulations
have been proposed to optimize for each request in the on-
line case. However, even if one can allocate minimal TBW
(and deallocate maximal TBW) for each request, one can-
not guarantee the best overall performance in terms of
minimization of TBW needed to support a given number
of requests that have arrived over time, or maximization of
revenues for a given network capacity.


The above reason is why an ILP formulation for the on-
line case may not yield the best overall performance (un-
like in the off-line case). In fact, one of the pleasantly
surprising results of this paper is that our proposed heuris-
tic algorithm can perform better than an ILP formulation
(with the same input).


Clearly, reducing the additional BBW needed for a re-
quest for connection establishment through BBW sharing
will help reduce TBW needed to satisfy the request (but
not necessarily minimize TBW unless the AP, and thus the
total ABW allocated, is already fixed as in the case where
the APF heuristic is used). However, in order to determine
whether or not a new BP chosen to satisfy the request for
connection establishment (or release) can share (or have
shared) BBW with an existing BP on a given link, and
consequently, how much BBW on the link needs be allo-
cated (or de-allocated) to satisfy the request, one needs to
first determine whether or not their corresponding APs are
link disjoint. Such decisions can be made if a controller
(either in centralized or decentralized control implemen-
tation) maintains complete per-flow information as in the


SCI scheme (which uses an ILP formulation) [5] or com-
plete aggregated information as in the SR scheme (which
uses the APF heuristic) [6]. In both cases, the amount
of information to be maintained by a controller is at least
�����, where � is the number of links in a network.


Several approaches have been proposed which require
only ���� partial (and aggregated) information. They in-
clude the SPI scheme (which uses ILP) in [5] and the two
DPIM schemes in [1]. While all these approaches achieve
a lower degree of BBW sharing than SCI and SR, as a
price paid to maintain at least an order of magnitude less
information, the DPIM schemes perform remarkably bet-
ter than SPI with the same order of magnitude information.


Part I of our work describes the DPIM framework and
the two schemes in detail [1]. It also specifies, among oth-
ers, how the partial information is exchanged, how to es-
tablish or release a connection, and in particular, how to
allocate or deallocate bandwidth through distributed sig-
naling.


In this paper, which is Part II of a document, we de-
scribes a novel DPIM scheme, which uses a heuristic based
on APF but with an intuitive potential backup cost function
derived mathematically based on the statistical analysis of
experimental data. Such a heuristic, named APF-PBC,
combines the joint optimization capability of ILP and the
ultra-fast speed of APF (which may be considered as a
special case of APF-PBC where the potential cost is set
to 0). In fact, it can achieve a better performance than an
ILP based DPIM scheme described in [1] with the exactly
same input (partial information). It can also be applied
to the case with complete (per flow or aggregated) infor-
mation, and achieve a better performance than SCI (also
based on ILP).


The rest of the paper is organized as follows. Section
II contains the notations to be used throughout the pa-
per. Section III describes the main idea and motivation be-
hind the proposed APF-PBC, and its application to exist-
ing schemes with complete or partial information. Section
IV presents the performance evaluation model used, fol-
lowed by numerical results of the comparison between the
APF-PBC heuristic and ILP formulation as well as other
APF heuristics. Sections V through VII describe in detail
the APF-PBC heuristic, including its mathematical deriva-
tion, approximation and simplification, respectively, based
on the analysis of experimental data. Section VIII con-
cludes the paper.


II. NOTATIONS


In this section, we present the notations to be used
throughout the paper. Most of these notations, except the
last two, have also been defined and used in Part I of the
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document [1] but have to be included here in order to de-
scribe previous work as well as the proposed scheme.


We consider a network � with � directed links (repre-
sented by set � and � nodes, which can be classified into
two categories: edge nodes (ingress or egress), to which
users or terminal devices are connected, and core nodes
(which are nodes other than an edge node).


To facilitate our presentation, we will use a tuple �� �
	��� to represent a new request for connection establish-
ment (or release), where � and 	 are the source (or ingress)
and destination (or egress) of the connection, respectively,
and � is the bandwidth (in units) requested by the connec-
tion.


The following additional notations will be used, where
a calligraphic font style (e.g., � is used to denote a set or
a vector while a non-calligraphic style (e.g., 
) is used to
denote a scalar value:
� ��� ���� 	
 ��� � � : Set of links going from and
coming into node � �  , respectively.
� �� and ��: Set of links along an AP and BP, respec-
tively.
� ��: Set of connections whose APs traverse link e.
� 
� �


�
����


��: Total (i.e., aggregated) ABW on link e


dedicated to the connections in ��.
� ��: Set of connections whose BPs traverse link e.
� ��: Total BBW allocated on link e for ��. Due to BBW
sharing, �� 


�
����


��.


� ��: Residue bandwidth of link �. Its initial value is equal
to the capacity of link �, ��. �� � �� � 
� � �� (with
only protected connections).
� ��� � ��


�
��: Set of connections whose APs traverse


link a and whose BPs traverse link b, where �� � � � .
� ��� �


�
�����


��: Total amount of bandwidth required by


the connections in ���. It is a fraction of �� as well as
�� that is used by the APs and BPs, respectively, of the
connections in ���.
� ���


�: Additional BBW needed on link � in order to use
it as a part of a BP for a new connection whose AP tra-
verses link a. Its value depends on which BBW estimation
method is used.


While most of the above notations are similar to those
used in [5], the following notations are specific to the pro-
posed DPIM schemes:
� ���: Estimated BBW needed on link � along a new
BP. Assuming that its corresponding AP is known, ��� �


���
�����


��
�. Whether this value is the minimum BBW


needed on link � or not depends on which BBW estima-
tion method is used to derive ��


�. In addition, this is equal
to the actual BBW allocated on link � in SCI, SR and SPI


but not in the DPIM schemes (which may result in an over-
estimation but always allocates the minimal BBW).
� ����� � ������ � ��: Profile of BBW on a given link
�. This is a vector consisting of a list of ��� values, one
for each link �. Basically, it specifies the amount of BBW
on link � that is used to protect against the failure of every
other link (e.g., ��, �� � � � �� � �) in the network.
� ��� � ���


��
���: This is the maximum value over all the


components in �����. It is also the minimum (or neces-
sary) amount of BBW needed on link e to backup all ac-
tive paths. If a BBW allocation scheme (such as the DPIM
schemes to be described) always allocates minimum BBW
on link �, then �� � ���.
� ����� � ������ � ��: Profile of ABW on a given link
�. This is a vector consisting of a list (or set) of ��� values,
one for each link �. It complements �����, and specifies
the amount of ABW on link � that is protected by every
link (e.g., ��, �� � � � �� � �) in the network.
� ��� � ���


��
���: This is the maximum value over all the


components in �����. It is also the sufficient amount of
bandwidth that needs be reserved on any link in the net-
work in order to protect against the failure of link �.
� ���: This is the average value over all the components
of a given ABW profile on link �. It is only useful to de-
scribe the APF-PBC heuristic.
� � � ���


����
���: This is also equal to ���


��
��� or


���
��


���.


III. APF-PBC AND ITS EXTENSIONS TO PRIOR


SOLUTIONS


In this section, we first describe the main idea be-
hind APF-PBC, then briefly summarize recently proposed
schemes for on-line shared path protection under dis-
tributed control, and finally describe their APF-PBC ex-
tensions, whenever applicable.


In the following discussion, we consider a request for
connection establishment, ��� 	��).


A. Main Motivation and Idea of APF-PBC


As discussed in the Sec. I, a major challenge in achiev-
ing efficient shared path protection in an on-line case is
that, while on each link used by an AP, a fixed amount of
ABW (i.e., � units) is to be allocated, the amount of BBW
to be allocated on each link along a BP depends on many
factors including which links are used by the correspond-
ing AP. This is why APF is not ideal as it does not consider
(nor cares about) the potential cost along the BP yet to be
chosen when selecting the AP. The shortest pair of path
(or SPP) algorithm such as the one in [7] does not take
possible BBW sharing into consideration either in that it
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essentially assumes that the cost of each link on a BP is
also equal to �. Therefore, such an SPP algorithm may
be useful only when each edge node cannot obtain a bet-
ter (i.e., more accurate) estimation of the additional BBW
needed (than �).


On the other hand, on-line approaches based on ILP for-
mulations guarantee minimal allocation of TBW for each
request by optimize the joint selection of both AP and BP.
However, they do not guarantee an optimal result for all
requests that arrive over time. In addition, their computa-
tional complexity is usually too high to be scalable.


The main motivation for our work on APF-PBC is to
overcome the disadvantages of the APF and ILP based
approaches, while trying to combine the best of the two.
More specifically, the path determination algorithms based
on APF-PBC can run as fast as those based on APF. Yet,
they can also take into consideration the BBW to be al-
located when determining the AP as in ILP-based ap-
proaches. This is accomplished by assigning a potential
cost to each link, based on which the AP is selected using
a shortest-path algorithm.


In this paper, we will use


����� � �
� � ���


�
(1)


as a function to estimate the potential cost of link �,
where � is a constant between 0 and 1. This function ��
is derived mathematically based on the statistical analysis
of experimental data, as to be described in later sections.
Note that many other forms of the potential function de-
rived from intuitions may be used. We have tested some of
them and have found that they do not perform as well as
that given above. Also, APF may be considered as a spe-
cial case of APF-PBC where the value of ����� is always
set to zero.


The main idea of an approach based on APF-PBC is as
follows. Given a network � with some existing connec-
tions, any link � whose ��  � will be (logically) re-
moved initially as such a link cannot be used by the AP.
Each remaining link � will be assigned a cost which is
equal to �� �����. A cheapest path is then found for use
as the AP. Afterwards, the links along the AP are then re-
moved, but the other links removed initially should be put
back as they may have enough residual bandwidth for the
corresponding BP yet to be chosen.


The BP is chosen next, also using a cheapest path algo-
rithm but the outcome depends on how much information
on existing APs and BPs the algorithm has. More infor-
mation leads to more accurate estimation of the additional
BBW (or backup cost) for each link, and accordingly a
better selection of BP. It is worth noting that once a BP


is chosen, the actual amount of additional BBW allocated
on a link � along the BP may not be equal to the esti-
mated amount at the time of determining the BP. In fact,
the unique feature of the DPIM schemes is that, while an
edge node will obtain a (slightly) over-estimated backup
cost based only on the partial information it has, the actual
amount to be allocated is always minimal [1].


We now turn to previous solutions and their APF-PBC
extensions. We classify all the schemes into two main cat-
egories, one with complete information (per flow or aggre-
gated) and the other with partial (and aggregated) informa-
tion. In each category, either ILP or some heuristics such
as APF and APF-PBC may be used.


B. With Complete Information


We first review two schemes requiring at least �����


complete information, with an emphasis on the main ideas
behind path determination, before describing their APF-
PBC extension.


The first, called SCI in [5], uses complete per flow in-
formation and an ILP formulation to determine a pair of
paths. The second, called SR [6], uses complete and ag-
gregated information and APF instead. Hereafter, these
two will be named as SCI-I, where I is short for ILP, and
SCI-A, where A is short for APF, respectively.


In SCI-I, a controller maintains, for every link � � � ,
both �� and ��, and based on which, all other parameters
described in Sec. II and in particular ��� for every link �


and link � (i.e., all combinations) can be derived. In SCI-
A, each edge node (a distributed controller) maintains, for
every pair of links �� � � � , the complete and aggregated
information on ��� (which turns out to be what SCI-I really
needs).


In both schemes, if link � is a candidate link for the yet-
to-be chosen BP, whose corresponding AP is already deter-
mined (i.e.,�� is known), the additional BBW (or backup
cost) to be allocated on link � can be calculated as


��� � ���� ���
�����


���� � � ����� �� (2)


In SCI-I, a pair of paths (whose links have sufficient
residue bandwidth) with a minimal TBW is determined us-
ing ILP. Note that since ��� is the minimum amount of ad-
ditional BBW needed on link �, it is also the actual amount
of additional BBW to be allocated to link � in SCI-I.


In SCI-A, an AP (with a minimal number of links whose
residual bandwidth is larger than �) is found first using a
shortest path algorithm. This is equivalent to APF-PBC
with ����� � �. Then, the links used by the AP is
removed, and each remaining link � is assigned a cost
equal to ��� given above. Thereafter, each link � with
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��  ��� is removed and a cheapest path found next is
used as the BP. As in SCI-I, the actual amount of addi-
tional BBW to be allocated to link � is also equal to ���
(the minimum) in SCI-A.


We now describe a scheme, to be called SCI-P where P
is short for PBC, which is basically an APF-PBC exten-
sion of SCI-I (and SCI-A). The proposed SCI-P scheme
requires exactly the same information to be maintained as
SCI-A. The only difference between SCI-P and SCI-A is
that the former uses APF-PBC (with ����� given in Eq. 1).
A surprising result is that SCI-P can perform better than
SCI-I.


A scheme similar to SR but is mainly for link-based
restoration was described in [8], which could also use the
proposed APF-PBC heuristic to find a better AP.


As mentioned earlier, the main deficiency of these
schemes is the huge amount of information they require
to maintain.


C. With Partial Information


There are two sub-categories, one containing schemes
based on SPI [5], and the other containing schemes based
on DPIM [1]. All these schemes use ���� partial infor-
mation but those based on DPIM perform much better than
those based on SPI.


C.1 SPI Based Schemes


In SPI, also to be named SPI-I for consistency, only the
values of 
� and �� (in addition to ��) for every link �


are maintained by a controller (at each edge node). Its ILP
formulation is the same as that used by SCI-I except that
Eq. 2 is replaced by


��� � ���� ���
�����


�
� � � ����� �� (3)


Note that, this can clearly be an over-estimation. Un-
fortunately, without any further information, the additional
amount of BBW so overly estimated will also be the actual
amount of BBW to be allocated to link �.


One can apply APF and APF-PBC to SPI and obtain
schemes to be named as SPI-A and SPI-P, respectively.
SPI-A and SPI-P will be the same as their SCI counter-
parts except in terms of how additional BBW needed is
estimated and allocated. In addition, since the information
on ��� and � are not available in SPI-P, one has to re-
place them with 
� and ���


����

� respectively, in Eq. 1 in


order to calculate the potential cost.
Our results, though not shown in this paper, indicate that


SPI-P can also outperform SPI-I. In addition, all SPI based
schemes performs significantly worse than their DPIM
counterparts, which agree with the results shown in [1].


Later, we will show the performance of SPI-I only for
comparison.


C.2 DPIM-based Schemes


In one DPIM scheme described in [1], to be named
DPIM-SAM-I, every node (i.e., edge or core) maintains
the following two vectors and four scalars for each local
outgoing link � � ��� ���: �����, �����, and ��, ��,
���, and ���. The last two scalars are for convenience
only as they can be derived from the two vectors. The total
amount of information maintained at each node is practi-
cally limited to ���� as the number of local links at each
node is typically bounded by a small constant.


An edge (ingress) node will also maintain the three
scalars, ��, ��, and ��� for each remote (i.e., non-local)
link �. The last one is useful for obtaining a good estimate
of the additional BBW needed on the remote link �. It is
also used to determine � . Hence, even if every node is
an edge node, the amount of information to be maintained
at each node is still limited to ����. How the local in-
formation is updated and remote/non-local information is
exchanged has been discussed in [1].


DPIM-SAM-I uses an ILP formulation similar to that
described for SPI in [5] with several improvements. For
example, a more accurate backup cost estimation than that
given by Eq. 3 can be obtained as follows:


��� � ���� ���
�����


�	
����� � � ����� ��� �� (4)


Another major improvement made in DPIM-SAM-I is
to allocate only minimal BBW on each link along a chosen
BP. More specifically, a signaling packet to reserve BBW
along the BP will contain �� , and based on which, each
node along the BP updates their locally maintained infor-
mation on the profiles of BBW (i.e.,���). Thereafter, each
node calculates �� � ������� � ��� ��, which is the
minimal BBW to be allocated on link � (see [1] for de-
tailed explanations).


Based on DPIM-SAM-I, one can also apply APF and
APF-PBC to obtained two extended schemes, to be named
DPIM-SAM-A and DPIM-SAM-P, respectively. These
two schemes will work in the same way as their SCI coun-
terparts, except that each DPIM-SAM based scheme may
select a different BP than that selected by its SCI counter-
part (due to different estimations of the back up cost).


Another DPIM scheme described in [1], called DPIM-
M-A, maintains only �� for any remote link �. As a re-
sult, it cannot take advantage of APF-PBC (but can use,
and indeed uses APF as a special case of APF-PBC). This
is also true in several other distributed schemes with par-
tial information described in [9], [2], [10]. where only ��
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for any remote link is available at the edge. According to
our results obtained from this study (to be shown next),
and those from [1], both DPIM-SAM-P and its special
instance, DPIM-SAM-A, outperform DPIM-M-A. Since
they only require the edge nodes to maintain two more
scalars (namely, �� and ���) for each remote link � than
DPIM-M-A does, the cost-effectiveness of the proposed
APF-PBC (and its special case APF) under the DPIM
framework is quite obvious.


IV. PERFORMANCE EVALUATION


We are primarily interested in comparing the perfor-
mance of the schemes based on APF-PBC, namely SCI-P,
and DPIM-SAM-P, with their counterparts based on ILP,
namely SCI-I and DPIM-SAM-I, as well as those based on
APF, namely, SCI-A (=SR) and DPIM-SAM-A. Process-
ing and signaling overheads are ignored in this quantita-
tive comparison study. When simulating APF-PBC based
schemes, � in Eq. 1 is set to 0.5.


In the rest of the section, we describe the network topol-
ogy assumed, traffic types considered, and performance
metrics used before presenting the results.


A. Network Topology


Fig. 1. A 15-node network


To facilitate a fair comparison between various ap-
proaches, we consider the topology shown in Fig. 1, which
is the same as that used in [5] and has 15 nodes and 28 bi-
directed edges (for a total of 56 links). The capacity of
each link is assumed to be either infinite or limited as to
be discussed in the next subsection. Another network with
70 nodes and 264 links is also considered, and relatively
consistent performance results are obtained.


B. Traffic Types


We consider two types of traffic, one in which an estab-
lished connection lasts forever (i.e., incremental traffic) as


in [5], [6], and the other in which it may terminate after a
certain duration (i.e., dynamic traffic).


In both cases, the ingress and egress of a connection es-
tablishment request is evenly distributed among all nodes,
and requests arrive in an on-line fashion. For the case with
incremental traffic, the bandwidth required by the connec-
tions is uniformly distributed between 1 and 10 units as in
[5]. Note that, any request arrival process may be assumed.


For the case with dynamic traffic, the bandwidth re-
quired varies from 1, 2, 3, 4, 6 and 12 units with prob-
ability being 20%, 10%, 30%, 10%, 10%, 20%, respec-
tively. In addition, requests are assumed to arrive accord-
ing to a Poisson process, and the connection duration has a
Pareto distribution. This is just an attempt to model realis-
tic traffic (which may be self-similar and whose bandwidth
requirements range from OC-1 to OC-12). Other possibil-
ities, including uniformly distributed bandwidth require-
ments and exponentially distributed connection durations,
have also been examined, and we have found that they
have no significant impact on the performance of various
schemes studied in this paper.


C. Performance Metrics


The following two performance metrics are used, one
for each traffic type considered.


C.1 Bandwidth Saving (Ratio)


To obtain this metric, it is assumed that the capacity of
each link is infinite (and hence all requests will be satis-
fied), and the traffic is incremental. After an appreciable
number of requests have been satisfied, TBW consumed
(i.e., sum of ABW and BBW on APs and BPs, respec-
tively) for each of the schemes is evaluated and conse-
quently, bandwidth saving, in terms of TBW consumption
ratio over the NS scheme, is determined as similarly done
in [5]. Note that, for a given request, the BBW needed
will be no less than the ABW needed in NS. Hence, even
if an ideal scheme that achieves maximum BBW sharing
is used, the bandwidth saving ratio will be upper-bounded
by 50% (achievable only if no BBW is needed at all).


C.2 Total Earning (Ratio)


The bandwidth saving measure may not mean much
since in a practical case, all links have a finite capacity
and thus not all requests can be satisfied.


Accordingly, in this set of experiments (simulation), we
assume that each link has a finite capacity and dynamic
traffic is considered. For example, in the Fig. 1 above,
each dark (bold) link (consisting of two unidirectional
links) is assumed to have a capacity of 192 units in each
direction (to model an OC-192 link), and each of the other
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links has a capacity of 48 units in each direction (to model
an OC-48 link). As a result, some requests will be rejected
under a heavy traffic load.


The total number of rejected connection establishment
requests (after an initial set of requests are satisfied) us-
ing each scheme has been used as a performance mea-
sure (e.g., in [5]). However, comparison between different
schemes based on such a measure (or equivalently block-
ing probability) may not be fair as it does not differentiate
one request from another (see related discussions in [1]).


This motivates us to use the total earning (or revenue)
as a metric. To this end, a scheme-independent Earning
Rate matrix for the entire network is used. An entry at
��� �� represents earnings per bandwidth unit and time unit
by a connection from ingress node � to egress node �. The
earnings from a connection from � to � is thus the product
of the earning rate, requested units of bandwidth, and the
connection duration.


In this study, for lack of a better alternative, the earning
rate is based on the cost of using the cheapest (or shortest)
pair of AP and BP in the network from � to � (assuming
there were infinite capacity in the network), and hence is
independent of the current load in the network 1. An im-
portant and desirable consequence of using the assumed
earning rate (along with the earnings from a connection) is
that it tends to discourage an algorithm that tries to max-
imize earnings from choosing an unnecessarily expensive
(or long) path to establish the connection. Because choos-
ing an expensive/long path under such a model may pre-
vent other (future) connections from being established and
thus resulting in lost revenues.


We compare the total earnings of each scheme and in
particular, the improvement ratio over the NS scheme.


D. Simulation Results


Fig. 2 shows the total bandwidth consumed after satis-
fying 200 connection establishment requests (or demands)
in the 15-node network from 10 experiments (simulation
runs). It can be seen from the figure that, given the same
���� partial information, DPIM-SAM-P consistently out-
performs DPIM-SAM-I (which in turn consistently outper-
forms SPI-I). In addition, SCI-P also outperforms SCI-I
slightly. The difference between SCI-P and DPIM-SAM-P
may not be big enough to warrant the additional overhead
involved in maintaining ����� complete information as
required by SCI-P.


Table I shows the average bandwidth saving ratio (vs.
NS) (over the 10 experiments) in the 15-node and 70-node


�If the earning rate is load-dependent, it will become scheme-
dependent also
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Fig. 2. Bandwidth consumed (from 10 experiments)


networks. For each network, the first row is for schemes
using ILP, and the second and third rows are for their corre-
sponding schemes using APF and APF-PBC, respectively.


TABLE I
AVERAGE BANDWIDTH SAVING RATIO


15-node network
37.2%(SCI-I) 28.0%(DPIM-SAM-I)
36.4%(SCI-A) 29.3%(DPIM-SAM-A)
38.7%(SCI-P) 32.1%(DPIM-SAM-P)


70-node network
35.5%(SCI-I) 26.4%(DPIM-SAM-I)
34.3%(SCI-A) 27.0%(DPIM-SAM-A)
36.4%(SCI-P) 29.7%(DPIM-SAM-P)


An interesting observation is that the proposed DPIM-
SAM-A also performs slightly better than DPIM-SAM-I,
while SCI-A performs slightly worse than SCI-I.


In order to evaluate the performance of various schemes
in networks with limited link capacity and dynamic traf-
fic, another 10 experiments have been conducted in which
each network is loaded with heavy (dynamic) traffic (un-
der a light load, the differences between various schemes
are insignificant).


Fig. 3 shows the total earnings after processing 500 de-
mands (not all 500 requests are satisfied).


An interesting observation is that while the SCI and
DPIM based schemes perform well, SPI-I performed
poorly and in fact, worse than NS in some experiments.
This is because ��� given by Eq. 3 may be larger than �


(which is needed by NS), that is, SPI-I may overly estimate
the BBW needed, and allocate excessive BBW. This is es-
pecially problematic in a network with limited capacity as
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Fig. 3. Total earning after 500 demands (from 10 experiments)


many connection requests that could have been satisfied
even in NS will now be rejected.


Table II shows the average total earning ratio (vs. NS)
for SCI and DPIM based schemes. These results also show
that APF-PBC outperform their ILP counterparts. An in-
teresting observation is that even the APF schemes per-
form very well and in fact the differences between APF
and APF-PBC are not much. Also, these results suggest
that the trade-offs between additional overhead and per-
formance gains (for dynamic traffic) may be worthwhile
in a large network with limited capacity and heavy load.


TABLE II
AVERAGE TOTAL EARNING RATIO


15-node network
28.7%(SCI-I) 19.3%(DPIM-SAM-I)
27.6%(SCI-A) 21.1%(DPIM-SAM-A)
29.6%(SCI-P) 23.1%(DPIM-SAM-P)


70-node network
30.1%(SCI-I) 12.3%(DPIM-SAM-I)
31.4%(SCI-A) 17.6%(DPIM-SAM-A)
31.2%(SCI-P) 17.1%(DPIM-SAM-P)


V. POTENTIAL BACKUP COST - DERIVATION


In this section, we will describe how the PBC function
����� is derived based on the statistical analysis of exper-
imental data. All experimental data is based on the traces
collected from the simulation runs in which SCI-I is eval-
uated for the 15-node network shown in Fig. 1 assuming
infinite link capacity (see Sec. IV for additional assump-
tions made in those experiments). The basic idea behind


choosing the traces collected from SCI-I is that we want to
mimic this almost “ideal” approach.


In APF-PBC, a major challenge is that when trying to
determine PBC for link �, the ingress node responsible
for path determination does not even know which link has
been or will be used by BPs to protect against the failure
of link �. If link � were to be used by a new BP (whose
corresponding AP is going to use link �), and the amount
of the BBW already allocated to link � (which is ��) were
known to be �, the additional BBW needed on link � (or
backup cost) is


���
� � ������ � � �� �� (5)


where � � ���, which should be no greater than �.


The first step towards “guessing” the potential backup
cost is to assume that � is known for the time being (this
assumption will be relaxed later), and proceed to calcu-
late an “expected” backup cost using a weighted average
over all possible values of � (i.e., �� of all � � �). More
specifically, we will treat 	




, for an arbitrary link �, (where


� � ���
��


��), as a random variable � between 0 and 1


whose cumulative distribution function (CDF) � ���, ob-
tained experimentally, is illustrated in Fig. 4. As can be
seen, � �� � ��




� can be approximated by a normal distri-


bution function ���� Æ�, where � is the mean value, and Æ


is its standard deviation. Let its corresponding probability
density function be ����.
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Based on Eq. 5 and the definition of a density function,
the expected backup cost of using any link � by the BP to
back up an AP using link �, provided that the value of ���
is equal to �, becomes
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���� ����


�
����� ���


�
���


� ��� � � ��
�� �


�
�


� �
		��	�
	


�(6)


where �	
��	�




� �� is used as the upper bound for 	




due to the fact that ���
� � � when � � ���. In addition,


� �� �  � ��, which is equal to � ���� � � �


�, denotes


the probability that a variable  (representing the BBW on
a link) is between � and � , and thus needs be included
since only those links whose � �  � � are valid.


Note that ���� ���� is in fact independent of any par-
ticular link. The solid lines in Fig. 5 shows a typical
graph for ���� ����, where the horizontal and vertical
axis are normalized to � and �, respectively. The value
of ���� ���� for a given �, � and � is obtained by using
the adaptive Lobatto quadrature [11] method to evaluate
the integral function in Eq. 6, and those values form the
curves shown in Fig. 5. In Fig. 5, � is chosen to be 125
units, which is a typical value after a large number (e.g.
500) of connections have been established in each of the
several experiments conducted.
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The second step towards guessing the potential backup
cost is to relax the assumption that � is known by calculat-
ing a weighted average value of ���� ���� over all possi-
ble values of � on link �. More specifically, let us treat �


���
as a random variable � between 0 and 1 with a CDF ��� �.
Fig. 6 shows ��� � �


���
�, obtained experimentally,


for five randomly selected links in the 15-node network
(specifically, links �� �� �� � �� �� �� �� �� ��).


From Fig. 6, it seems that the CDF ��� � may be ap-
proximated by an exponential function (which matches our
intuition/expectation), but such an approximation is not
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necessary to derive the potential cost function and hence
will not be made.


Let the corresponding density function be !�� � (whose
actual distribution or its approximation is not important).
Based on the above discussion, the potential backup cost
is:


����� �


� �


�
���� ����!�


�


���
�	�


�


���
� (7)


VI. POTENTIAL BACKUP COST - APPROXIMATION


In this section, we will simplify Eq. 7 with several rea-
sonable approximations.


First, from the dashed lines in Fig. 5, it seems that each
curve (or rather the points on each curve), which corre-
sponds to a given value of � can be approximated (or fit)
by a line of the form " � �� �#���, where " � ������
�


�
,


# � �




(which happens to be the same as � defined ear-
lier), and the values of �� and �� depend on the given �


and � (as to be discussed later). Although such an line-
fitting approximation is good only up to the point where
# reaches about 0.75, it will not have much affect on the
value of ����� given by Eq. 7 above. This is because
as can be seen from Fig. 6, the probability that �


���
is


larger than 0.75 is already very small. Moreover, since
��� � � , the probability that �




is larger than 0.75 is


even smaller, and in fact, almost negligible.
Furthermore, as can be seen from Fig. 5, we may fit the


group of curves with lines as follows. First, the slopes
of these fitting lines, to be denoted by ������ (instead
of �� to more clearly indicate their dependency on � and
� ), may be obtained as ��


��
at a reasonable value of # (or


�




). Fig. 7 shows the values of ������ (obtained when
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� �$��) as a function of � normalized with � .
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It is clear from Fig. 7 that ������ can be simply
approximated by an exponential function %�� � �



 �
	� �,


where % � �$� and & � �$�.
In addition, as can be seen from Fig. 5, �� � �$� if


� � ��, and �� � �$� if � � �� and so on. In other words,
�� � �$���. But since in all these cases, � � ���, we
may set �� � ��




, where ' � �$.


In short, we have the following approximation for
���� ����:


���� ���� � ������ �
��


�
� ' �


��


�
(8)


(where the right hand and left hand sides of Eq. 8, normal-
ized with �, are plotted using the curves and lines, respec-
tively, in Fig. 5).


We now plug in this approximation for ���� ���� into
Eq. 7. Since we have:


� �


�
� � !�


�


���
�	�


�


���
� �


� �


�
� � !�


�


���
�	�


�


���
� � ���


(this is because �
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� � and the expected value of � on


link �, is, by definition, ���), and in addition
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,
we have the following approximation for �����:


����� �
������ � � � ���


�
�


' � ��


�
(9)


VII. POTENTIAL BACK COST - SIMPLIFICATION


While one may use the potential cost function given in
Eq. 9, it can be further simplified without affecting its use-
fulness or the performance of a scheme that adopts it.


First, we note that if Eq. 9 is used, each edge node needs
to maintain ��� which is not needed in the DPIM-SAM-I
nor in DPIM-SAM-A. Every time an edge node satisfies
a connection establishment (or release) request whose AP
uses link �, it can simply increase (or decrease) ��� by
��
�


, where ( is the number of links along the chosen BP,
and multicast the updated value to all other edge nodes.


To avoid the need to maintain ��� at the edge nodes,


one may replace ��� with �� � ���, where �� � ���
���


is almost a constant as can be seen from its CDF shown
in Figure 8, which is obtained experimentally. From the
figure, it is clear that the CDF can be fit by a curve with a
normal distribution (whose mean is around 0.18 and whose
standard deviation is only 0.043).
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To further simplify the PBC function, one may omit the
second term in Eq. 9, that is, ���


�




, as this term is not only


small, but most importantly, independent of all links as
well (as to be shown, this omission will not affect the use-
fulness of the PBC).


Finally, we note that for any request with � ) �, the
value of ������ is larger than 0 but no greater than 1.2
(see Fig. 7). In particular, it is independent of the link for
which a PBC is being estimated. Although it cannot be
eliminated as it is a part of the first term in Eq. 9 which is
link dependent, the results shown in Fig 9, for example, in-
dicate that any reasonable value of �� ������� between 0
and 1 may be used to estimate the PBC without any signifi-
cant impact on the performance of the APF-PBC heuristic.







IEEE INFOCOM 2002 11


In other words, we may replace �� � ������ with a con-
stant � to arrive at Eq. 1, which is rewritten here as


����� � � �
� � ���


�
(10)


As can be seen from Fig 9 which shows the bandwidth
saving ratio of DPIM-SAM-P over NS in the 15-node net-
work, the value of � does not matter much as long as � � �.
The figure also shows that with or without the second term
in Eq. 9, (i.e., with ' � �$ or ' � �), the performance of
DPIM-SAM-P is pretty much the same.
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Fig. 9. The effect of constants � and � on the performance of
APF-PBC


Note that such a PBC function, though derived mathe-
matically, is quite intuitive as the larger the �, the higher
the PBC. In addition, for a given �, the larger the ���, the
more likely that a larger amount of additional BBW needs
be allocated on BP (and hence a larger PBC).


VIII. CONCLUSION


In this paper, we have proposed a novel heuristic called
APF-PBC to determine a pair of active and backup paths
for each on-line request to establish a connection using
shared path protection. Its basic idea is to attach a potential
backup cost (PBC) to each link so that one may select an
active path first (APF), while still taking into consideration
the impact of bandwidth sharing along a yet-to-be-chosen
backup path.


We have mathematically derived an intuitive potential
backup cost (PBC) function based on the statistical anal-
ysis of experimental data, which can be used to minimize
the total bandwidth or maximize the total earnings. Al-
though the APF-PBC heuristic is developed primarily for
the distributed partial information management (DPIM)


framework, it can also be applied to other schemes with
distributed or centralized routing. In fact, its basic idea
may also be extended to other joint optimization problems.


One of the interesting results obtained from this study
is that the proposed APF-PBC, of which APF is a spe-
cial case, can not only run much faster than Integer Lin-
ear Programming (ILP) based approaches, but also out-
perform them. Our performance evaluation results have
revealed that this is true in all the on-line cases we have
considered in this paper, as long as APF-PBC and ILP have
the same information (either complete or partial), traffic
load (either incremental or dynamic) and constraints (such
as no rearrangements of existing connections). We have
explained the reason for this pleasantly surprising result,
which should encourage people to look for more practical
and efficient heuristics when tackling similar on-line opti-
mization problems instead of simply resorting to ILP.
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