A Problem of Dimensionality: A Simple Example
G. V. TRUNK

Abstract—In pattern recognition problems, it has been found that beyond a certain point, the inclusion of additional parameters (that have been extended) leads to higher probabilities of error. A simple problem has been formulated where the probability of error approaches zero as the dimensionality increases and all the parameters are introduced on the other hand, the probability of error approaches one-half as the dimensionality increases and parameters are estimated.

I. INTRODUCTION

In hypothesis-testing problems involving unknown parameters, a common way of proceeding is the generalized-likelihood approach [1] where the parameters are estimated, substituted into the likelihood ratio, and are then treated as if the estimator were the true parameters. Duda and Hart [2] comment that beyond a certain point the inclusion of additional features (parameters) leads to higher probabilities of error. They note that the basic source of the problem is the finite number of design samples and that the numerical examples are rather complicated. They also discuss several topics relating dimensionality and sample size, such as the capacity of a separating plant and the problem-average error rate [3]. The purpose of this correspondence is to give a simple example where the error rate initially decreases but then eventually increases as the dimensionality increases and parameters are estimated. In Section II the problem is formulated and solved assuming all parameters are known. In Section III the problem is solved estimating the unknown parameters, and it is shown that the probability of error approaches one-half.

II. MEAN VALUES KNOWN

Consider the following binary hypothesis testing problem: a priori probabilities are $p(x_0) = m(x_1) = \frac{1}{2}$, and the conditional probabilities are Gaussian

$p(x_0|\omega_0) = p(x_1|\omega_1) = \mathcal{N}(\mu_0, I)$

where $\mu_0 = \mu$, $\mu_1 = \mu$, $\mu$ is an n-vector mean value whose ith component is $(\mu)^{\text{th}}$, and $I$ is an identity covariance matrix. The Linear regression which minimizes the probability of error is the correlation

device $\omega = \hat{\omega}$ if $\hat{\omega} > 0$

where $X$ is the transpose of $X$. The probability of error is given by

$p_e = \int_{\hat{\omega} > 0} \frac{1}{\sqrt{2\pi} \sigma^2} e^{-\frac{(x^\text{T} - \mu)^2}{2\sigma^2}} \, dx$

and the probability of error approaches one-half as the dimensionality increases and parameters are estimated.

III. MEAN VALUE UNKNOWN

Let us now assume that $\mu$ is unknown and that m independent labeled samples $X_1, \ldots, X_m$ are available. The best estimate of $\mu$ is the sample mean

$\hat{\mu} = \frac{1}{m} \sum_{i=1}^{m} X_i$

where $X_i$ has been replaced by $-X_i$ if $X_i$ came from $\omega_1$. $\hat{\mu}$ is an unbiased estimate whose covariance matrix equals $I/m$. Since the a priori probabilities are equal, the probability of error is given by

$p_e = f(X, \hat{\mu} \geq 0 | \omega_1)$

Unfortunately, the density of $X = \hat{\mu}$ is difficult to calculate for finite dimensionality $n$. However, it is rather straightforward to show that the mean and variance of $\hat{\mu}$ are given by

$E(\hat{\mu}) = \frac{1}{m} E(\omega)$

$\text{var}(\hat{\mu}) = \frac{1}{m} I + \frac{1}{m} E(\omega)$

The Lindeberg conditions [4] are satisfied, and consequently, the normalized variance $[E(\hat{\mu}) - E(\omega)]^2 / \text{var}(\hat{\mu})$ has a Gaussian distribution as $m$ approaches infinity. The probability of error is then given by

$p_e = \int_{\hat{\omega} > 0} \frac{1}{\sqrt{2\pi}} e^{-\frac{(x^\text{T} - \mu)^2}{2\sigma^2}} \, dx$

where $\gamma = E[(x^\text{T} - \mu)^2]^{-1/2}$.

It will now be shown that

$\lim_{m \to \infty} \gamma = 0$

and thus the probability of error approaches one-half as the
Fig. 1. Probability of detection versus dimensionality for a various number of design samples M.

dimensionality of the problem becomes very high. By ignoring the sum term in the variance, one obtains

\[
\left( \frac{m}{n} \right)^{1/2} \frac{1}{\log n} \left( 1 + \frac{\log n}{m} \right) > T_n.
\]

(9)

Since

\[
\lim_{n \to \infty} \left( \frac{m}{n} \right)^{1/2} \left( 1 + \frac{\log n}{m} \right) = \text{Euler's constant,}
\]

(10)

dividing by \(n^{1/2}\) yields the fact that

\[
\lim_{n \to \infty} \frac{\left( \frac{m}{n} \right)^{1/2}}{n^{1/2}} = 0.
\]

(11)

Thus, since (11) bounds \(T_n\), (8) has been proven and the probability of error approaches one-half for any finite set of \(m\) labeled samples.

To investigate the convergence rate of the probability of error [given by (4)] to one-half, the problem was simulated. For each dimension between 1 and 1000 and for each value of \(m\) (\(m = 1, 4, 10, 25, \ldots, 100\)), 500 repetitions were run. The results of the simulation are plotted in Fig. 1. For the problem selected, the dimensionality interval of near optimal performance is rather large and the convergence to one-half is rather slow. The interval of near optimal performance would be narrower and the convergence to one-half more rapid if the rth component of \(x\) was \((1/n)^{1/2}\). Of course, \(x^*\) would then not approach zero as \(n \to \infty\) since \(E(x - x^*)^2\) would not approach infinity.

**SUMMARY**

A simple problem has been formulated where the probability of error approaches one-half as the dimensionality increases and all the parameters are known. On the other hand, the probability of error approaches one-half as the dimensionality increases and parameters are estimated from a finite number of design samples.
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Comment on "A Decisiveness Criterion for Feature Extraction in Pattern Recognition"

G. EDEN

Abstract—The purpose of this correspondence is to point out that the scaling procedure (as well as any nonsingular transformation) described in Section VI of the above paper is unnecessary.

**Index Terms—Clustering, feature extraction, Rayleigh quotients.**

Consider the form of the generalized Rayleigh quotient \(J = (\epsilon^2B^2)(A^2wD)\) where \(A\) and \(B\) are kernel matrices based on means and variances of random vectors in a space \(X\). It follows that \(J\) is at least positive semidefinite and \(A\) is positive definite. Let \(T: X \to X\) be a nonsingular transformation. Let \(w_1\) optimize \(J\); i.e., \(A^{-1}Bw_1 = \lambda w_1\) and \(T_j\) optimize \(J\) on the transformed space, i.e., \((T^T)^{-1}(TBT)z = \lambda z\). Since \(T\) is nonsingular it follows that \((T^T)^{-1}A^{-1}BTz = \lambda z\) which implies that \((p_1) = (x_1)z\) and \((z_1) = (T^T)^{-1}w_1\). The projections of the transformed vectors on the eigenvectors \((z_1)\) are \((Tz) = (T^Tz) = x_1w_1\), which are the same projections of the original vectors on the original eigenvectors \((x_1)\). Therefore, the decisiveness criterion and all other criteria based on a Rayleigh quotient are dimensionless to such transformations and scaling can be omitted.
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The Use of a Syntactic Shape Analyzer for Contour Matching

THEODOSIOS PAVLIDIS

Abstract—Description of contours in terms of complex arcs allows the use of simple algorithms for matching. An example of such matchings for island contours is included.

**Index Terms—Contour matching, shape analysis.**

A problem common to many anecdotally and pattern recognition is the matching of objects with prototypes [6, 7, 11, 23]. In its most general formulations this problem is equivalent to graph isomorphism or homomorphism [3, 4] which is in turn show exponential growth of the time of computation as a function of the size of the problem [5]. The purpose of this correspondence is to demonstrate that the proper prepro-
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