Abstract

We propose using a modified TCP decoupling approach as a congestion control mechanism for optical burst switched networks. The TCP decoupling approach [1] is a novel way that can apply TCP congestion control to any traffic flow (which can be an aggregate) in a network. Since this approach is generic, it has found applications in several areas [2, 3]. In the optical burst switching (OBS) area, because the basic mechanism of the TCP decoupling approach matches the mechanism of the OBS very well, we propose using a modified TCP decoupling approach to congestion-control the traffic load offered to an OBS switch and regulate the timing of sending bursts. Our simulation results show that this approach enables an OBS switch to achieve a high link utilization while maintaining a very low packet (burst) drop rate.

1. Introduction

Optical burst switching (OBS) [4, 5] is a scheme for transporting traffic over a bufferless optical network. At a source node, packets are grouped into a burst and sent together as a unit before they are switched through the network all optically. Before sending a burst, the source node first sends a control packet along the burst’s routing path to configure every switch on the path. The control packet is sent over an out-of-band channel and will be electronically processed at each switch to real-time allocate resources (e.g., transmission time slots.) for the burst. The time offset between sending the control packet and its burst should be large enough. This is to ensure that, at each intermediate switch, the control packet can always arrive before its burst. Figure 1 shows the mechanism of the OBS scheme.

The control packet contains information about routing, the burst length, and the offset time. The routing information is for the switch to decide the outgoing interface for the burst. The length information tells the switch how much time the burst transmission will last. The offset time information lets the switch know that after a time interval given by the offset time, a burst will arrive. With these information, the control packet will try to reserve the specified period of time at the chosen outgoing interface for the burst. If that period of time has not been allocated to any other burst, the control packet can successfully make the reservation. Otherwise, the switch simply discards the control packet without returning any feedback to the source node. At each intermediate switch, the control packet performs the same procedure to reserve resource for its burst. This operation continues until the control packet successfully reaches its destination node or is discarded at some switch.

This control packet signaling protocol is purposely designed to be one-way rather than two-way [4, 5]. That is, the source node need not wait for the reply of the source-to-destination reservation request to come back before sending its burst. If instead a two-way signaling protocol is used, in optical networks with high link bandwidth and large RTTs, tremendous optical bandwidth would be wasted during the RTT, because no packets can be sent during this period of time. In contrast, using the proposed one-way signaling protocol, this period of waiting time can be reduced to a fixed and tiny value, which is the used time offset. References [6, 7] provide more detailed descriptions of this one-way signaling protocol and its variations.
Although the OBS scheme provides a higher link utilization than circuit (wavelength) switching scheme, its performance is still not satisfactory. Due to the optical switch’s bufferless property, when multiple bursts contend for the same link at about the same time, only one burst can be successfully switched in the optical domain. All other overlapping bursts need to be dropped. This results in low link utilizations and high burst drop rates.

Some existing contention resolution schemes for photonic packet networks such as fiber-delay lines (FDLs) [4] and deflection routing [8] may be used in OBS networks. However, these methods have their own drawbacks. For FDLs, they are costly and their buffering capability is limited. For deflection routing, packets may be transported out-of-order and thus harming a TCP connection’s achievable throughput. In [12], the author proposed utilizing additional capability in the form of multiple wavelengths to reduce contention. However, optical wavelength conversion is costly and not mature yet.

More recently, the authors in [10, 11] proposed a segmentation approach to reduce an OBS switch’s packet drop rate. In this approach, when the desired transmission times of two contending bursts overlap partially, one burst is chosen to be switched in its entirety while the other burst is allowed to be partially switched, with the overlapping part being truncated. In [11], a simulation case shows that this approach can reduce the packet drop rate. In [11], a model is used to show the same improvement.

Although these existing approaches can reduce the degree of contention and thus the packet drop rate somewhat, they are ineffective when the offered load is excessively high. Without congestion-controlling the load offered to an OBS switch, when the load goes above 1 (measured in Erlang), the packet drop rate will eventually go up to a very large number. It is thus very important and necessary to use a congestion control mechanism to control the load offered to an OBS switch.

In this paper, we propose using a modified TCP decoupling approach [1] to control the load offered to an OBS switch. In this approach, a TCP decoupling virtual circuit (VC) is set up for each pair of burst source node and burst destination node. The VC uses TCP congestion control to control the sending rate of its burst source node. Because TCP is a well developed and refined congestion control protocol, the total sending rates of contending burst source nodes will not exceed the bottleneck link’s bandwidth too much. This effectively controls the load offered to an OBS switch (and thus avoid high burst/packet drop rate) while keeping the link utilization high.

This approach also uses the arrival times of TCP decoupling VCs’ acknowledgement packets to control the timing for sending bursts. Taking advantage of the TCP’s famous “self-clocking” property [12], which uses the arrivals of ACK packets to trigger the transmissions of more data packets at the bottleneck link’s bandwidth, source nodes now send their bursts following the timing of their returning ACK packets. This effectively reduces the burst blocking probability and the overlapping time of contending bursts at the OBS switch. With the use of a segmentation scheme, a much reduced burst overlapping time translates to a much increased link utilization and a much decreased packet drop rate.

In the rest of the paper, Section 2 shows the burst/packet drop rate and link utilization of the OBS scheme and the OBS with segmentation scheme. These simulation results show that, although the segmentation scheme helps improve performance somewhat, the packet drop rate is still high and the link utilization is still low. Section 3 presents the operation of a modified TCP decoupling approach, pointing out how it operates in an OBS network. Section 4 presents simulation results showing that the modified TCP decoupling approach can significantly reduce the packet drop rate while keeping the link utilization high. Finally, Section 5 concludes this paper.

2. Performances of OBS Schemes

This section presents simulation results showing the performances of the OBS and the OBS with segmentation schemes. The performance metrics of interest to us is the burst/packet drop rate and the link utilization.

The topology of the simulation testbed network is shown in Figure 2. There are ten burst source nodes contending for the bandwidth of the link between the OBS switch and the burst destination node. The bandwidth of all links is set to 10 Gbps and the delay of all links is set to 5 ms.

The bursts generated by a burst source node is assumed to be a Poisson process. Each burst has the same length of 300 microseconds worth of bytes (i.e., 37,500 bytes on a 10 Gbps link, or 25 1500-byte packets). The inter-burst time is exponentially distributed with mean of X microseconds. By varying the value of X, we can vary the load (measured in Erlang) generated by each burst source node. This in turn varies the total load offered to the OBS switch. For example, if we want the total load offered to the switch to be 1, since there are ten burst source nodes, we can let each source node generate 0.1 load. In this case, the value of X should be set to 2,700 so that 300/ (300 + 2,700) = 0.1.

Figure 3 shows the link utilization and burst drop rate performances of the OBS scheme. We see that when the offered load is 1, which is the optimal load that should be offered to a switch for it to achieve a high link utilization and a low burst drop rate, the link utilization is only about 50% and the burst drop rate is as high as 50%.

Figure 4 shows the link utilization and burst drop rate performances of the OBS with segmentation scheme. Compared to Figure 3, we see that both the link utilization and the packet drop rate are improved. The link utilization is increased from 50% to 62% and the packet drop rate is decreased from 50% to 38% when the offered load is 1. We see that, although the segmentation scheme does help improve the performances of the OBS switch, the link utilization is still low and the packet drop rate is still too high. Under such a
high packet drop rate of 38%, the quality of service perceived by end users would be intolerable.

With these simulation results, we realize that in order to fully take advantage of the benefit provided by the segmentation scheme, contending bursts should not overlap with each other too much. Otherwise, the advantage provided by the segmentation scheme would be minimal. We can think of the segmentation scheme as a passive measure. That is, a scheme that tries to do its best under an already bad situation. To further increase the link utilization and decrease the packet drop rate, we need to take an active measure to actively avoid burst collisions and, if collisions really occur, their overlapping time. This is the reason why we propose using a modified TCP decoupling approach to control the load offered to the switch and regulate the timing of sending bursts.

3. The Modified TCP Decoupling Approach

3.1. The TCP Decoupling Approach

The TCP decoupling approach has been proposed in [1] and applied to trunking [2] and wireless applications [3]. Therefore, in this paper, we will only briefly present the operations of the TCP decoupling approach. For more detailed information, readers can refer to [1].

A TCP decoupling VC is a network path that carries traffic of multiple user flows and has its total bandwidth usage regulated by the TCP congestion control algorithm. To implement TCP congestion control for such a VC, a management TCP connection (called management TCP for simplicity) is set up. Packets of the management TCP are management packets. Since the management TCP is only for congestion control purposes, a management packet contains only a TCP/IP header and carries no TCP payload. As in a normal TCP connection, based on received ACK packets or their absence, the connection sender uses a congestion window to determine the sending rate and sending times of management packets. Each time when the sender sends out a management packet, it is allowed to send a burst of packets to the network. The total number of bytes of these packets is a fixed number (which can be varied as a parameter for different VCs). Because there is a one-to-one relationship between a management packet and its burst, and the management packets are also fixed-sized (i.e., 40-byte TCP/IP header packets), the sending rate of management packets determines that of user packets. By this design, since the sending rate of management packets is regulated by TCP congestion control, so is that of regulated user packets. Figure 5 shows the high-level design and implementation of the TCP decoupling approach.

To make sure that management packets and user packets take the same network path, a TCP decoupling VC needs to operate on top of an MPLS [13] path or an ATM VC. This requirement is easy to meet as nowadays MPLS paths and ATM VCs are popular in the backbone networks. More operation and management issues are addressed and can be found in [1, 2].

3.2. Applied to OBS Networks

We see that the mechanism of the TCP decoupling scheme matches that of the OBS scheme very well. In both
By setting a proper bandwidth to the virtual channel and setting the maximum queue length of the virtual queue to 0, the modified TCP decoupling approach can serve as both a signaling and a congestion control protocol for an OBS network. We note that using the modified TCP decoupling approach does not force the transmission of the first burst to be delayed by the VC’s RTT, which is avoided in the OBS scheme. The first burst can still be sent immediately because the initial congestion window size of the management TCP connection is the default one management packet.

### 3.3. Working with the Segmentation Scheme

To reduce the chance of burst collisions and their overlapping time, we use TCP’s famous “self-clocking” property [12] to guide the sending times of bursts. In this property, the returning rate of TCP ACK packets that return to a TCP sender reflects the bandwidth of the most congested link. This information guides the sender to choose an appropriate rate to send out its packet.

It turns out that the returning times of ACK packets also provide valuable information for senders to decide when to send out their bursts. The reason is clear. Suppose that an output port has some buffer to store packets. After being sent onto the link, two packets that arrive at the output port almost at the same time (i.e., they overlap on the time axis) will be separated by the first packet’s transmission time and not overlap any more. Since the arrival of these packets at the receiver will trigger the transmission of their corresponding ACK packets, if contending TCP decoupling VCs have the same round-trip times (RTT) and they send out their bursts only when their ACK packets come back, the newly sent bursts will not overlap with each other at the switch again. Even if there may be some processing delays that cause maintaining precise timing impossible, at least the burst overlapping time can be greatly reduced. This will greatly improve the link utilization and packet drop rate performance of an OBS switch.

To simulate the segmentation scheme, the maximum queue length of the virtual queue now is set to 1. When a control packet arrives at a switch, if the current queue length is already 1, it will be dropped. Otherwise, it will not be dropped. If the transmission-time timer has expired, the control packet is processed in the same way as in the bufferless case (i.e., sent out immediately and the timer is started). On the other hand, if the timer has not expired, the time’s left time is stored in the control packet and the control packet is also sent out immediately. (This is because the control packet needs to configure the switches along the path. It cannot be delayed). The current queue length of the virtual queue is increased to 1 to indicate that there “should” be a control packet waiting in the virtual queue for its transmission turn. When the timer expires, if the current queue length is 1, it will decrease the length by one (to simulate dequeuing a packet.

---

**Figure 5.** The high-level design and implementation of the TCP decoupling approach.
from the virtual queue) and restart itself (to simulate the transmission time of the second control packet).

When the control packet arrives at its receiver node, the receiver will delay the transmission of the corresponding ACK packet by the time stored in the control packet. Doing so will make the new bursts generated by the two contending senders no longer overlap with each other at the switch.

4. Simulation Results

Figure 6 shows the link utilization and packet drop rate performances of the modified TCP decoupling approach (working with the segmentation scheme). We modified and used the NCTUns 1.0 network simulator [14] to obtain these results. (The NCTUns 1.0 network simulator is a high-fidelity and extensible network simulator just released to the networking and communication communities. Its program code is available for download at http://NSL.csie.nctu.edu.tw/nctuns.html.) Each data point is an average of five runs lasting 300 seconds of simulated time.

We see that when the load is 1 the link utilization can reach about 70%. Best of all, the packet drop rate at the OBS switch now is always maintained around 1% under all load conditions.

Compared to the performances of the OBS (Figure 3) and the OBS with segmentation (Figure 4) schemes, we believe that this is a significant performance improvement. Given a 1% packet drop rate, now an OBS network is much more usable to its users.

![Figure 6. The link utilization and burst drop rate performance of the TCP decoupling scheme (same RTTs).](image)

5. Conclusions

In this paper, we proposed using a modified TCP decoupling approach to improve the performances of an OBS network. This approach can congestion-control the traffic load offered to an OBS switch, thus avoiding unnecessary packet droppings. This approach also exploits TCP’s famous “self-clocking” property to regulate the sending times of contending bursts, thus resulting in a much reduced packet drop rate.

The requirement that all contending TCP decoupling VCs have the same RTTs can be easily met. For example, we can choose the maximum RTT among these VCs and let all VCs use the same RTT by artificially inserting appropriate delay before transmitting a burst.
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