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I wrote the book under review, Psychology of Proof (Rips 1994), with several
goals in mind. One was to set out a theory of human deductive reasoning that
had approximately the scope of first-order logic — that described inferences that
depend on both sentence connectives and quantified variables. A second goal
was to implement the theory as a computer program (called PSYCOP, short for
Psychology of Proof) that would allow me to simulate the theory’s claims about
the mental steps people follow in drawing inferences in this domain. A third was
to apply the theory to existing data on deductive reasoning and to test some new
predictions. A fourth was to specify the theory in enough detail that it would
be possible to evaluate some of its formal properties. A fifth goal was to show
that the theory could also serve as the basis of a cognitive processing system,
similar to production systems (e.g., Newell 1990), that could direct other forms
of thought. The idea was to demonstrate in this way that deduction might be an
important cognitive skill, not limited to proving mathematical theorems or solving
logic brain-teasers, and perhaps show why certain deductive arguments appear to
us so invincible.

These were (and are) a difficult set of goals, partly because they pull in different
directions. Thanks to a century of research in logic, it isn’t hard to set down a
first-order deduction theory with a nice set of formal properties. And thanks to
decades of research on theorem proving in artificial intelligence, we also know a
little about how to streamline a first-order theory for computational purposes.
But human inferences aren’t streamlined, or, at least, not streamlined in the same
way as contemporary theorem provers, and this means that the need to account
for empirical facts about human inference can make the formal and computational
properties of the theory unwieldy. To make matters worse, there were no deduction
systems around (other than the formal and computational systems just mentioned)
that provided guidance on how to accomplish these goals simultaneously. In the
psychology of reasoning, there were proposals about how people draw inferences
within some fragment of first-order logic, such as sentential logic or syllogistic logic.
None of these proposals, however, came close to a full first-order theory, and few of
them provided enough detail to permit rigorous evaluation. (For grumblings about
the lack of explicitness in some psychological theories, see, e.g., Rips 1986, Hodges
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1993, and Bonatti 1994, as well as Chs. 9 and 10 of the book under review.)

Philip N. Johnson-Laird’s review of my book in this issue touches on most of
the original goals, and it provides an opportunity to reflect on how close the theory
comes to fulfilling them (Johnson-Laird 1997a). In what follows, I take up Johnson-
Laird’s main points (though not in their original order), organizing this reply
around the five aims just mentioned. Since I hope other cognitive scientists will
find these goals (if not my specific solutions) to be reasonable ones, the discussion
may help them see what still needs to be accomplished to obtain a worthwhile
cognitive theory.

1 Goal 1: Construct a First-Order Deduction System

PSYCOP is a natural-deduction system that includes constraints on inference
rules to make it psychologically realistic. One sort of constraint applies to rules
like AND-Introduction (P, @ = P AND @) to prevent these rules from applying
repetitively to their own output, populating memory with irrelevant information
(e.g., P AND (P AND ... (P AND Q) ...)). PSYCOP restricts rules of this
sort to situations in which the conclusion that the rule produces is a goal that the
system must prove. Other rules, such as AND-Elimination (P AND Q + P), pose
no such difficulties of overproduction, and PSYCOP incorporates these rules in
the traditional way: They apply whenever their premises appear in a derivation.
The system uses these forward rules to draw inferences when it has no specific
conclusion to evaluate. It uses both the forward and the backward (i.e., goal-
restricted) rules when it must check whether a conclusion follows from a set of
premises. !

A second difference between PSYCOP and other natural-deduction systems is
that it includes no rules for quantifier introduction or quantifier elimination. The
system assumes first-order representations in a Skolem-like format, using different
types of symbols to capture universally- and existentially-quantified variables and
their scope relations. This format is similar to that of elementary algebra, where an
equation like y = 9z —k+2 means that there is some k such that for any z, 9z —k+2
is . This format appears at least as reasonable, from a psychological point of view,
as the standard quantifier notation. Moreover, this representation responds to
psychologists’ complaints (e.g., Braine and Rumain 1983) that people don’t gener-
ally follow the procedure that traditional natural-deduction systems dictate: first
eliminating quantifiers in the premises (via quantifier-elimination rules), drawing
propositional inferences with the resulting sentences, and then reintroducing quan-
tifiers (via quantifier-introduction rules). These complaints motivated the change
in format, not the complexity of unification or instantiation that Johnson-Laird
mentions. In PSYCOP, there is no quantifier elimination or introduction because
there are no quantifiers.

Of course, getting rid of formal quantifiers doesn’t get rid of the need to explain
inferences with universal and existential variables. We still need to explain, for
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Person(Clinton)

IF Person(x) THEN Father(ay,X) Person(Clinton)

Father(a,Clinton)

Fig. 1. PSYCOP’s proof of the argument:
IF Person(z) THEN Father(a., =)
Person(Clinton)

Father(a,Clinton).
That is, Every person has a father and Clinton is a person entails Clinton has a father.

example, how we go from Every person has a father and Bill Clinton is a person
to Bill Clinton has a father. In the new representation, this becomes:

(1) IF Person(z) THEN Father(a,, )
Person(Clinton)
Father(a, Clinton)

The z is a universally quantified variable; the a, is an existentially quantified
variable within the scope of z. PSYCOP handles inferences of this sort in terms
of its rules for connectives — backward modus ponens in the case of the Clinton
example — together with rules for matching the different types of variables and
constants. Figure 1 shows the basic steps. PSYCOP matches the conclusion to the
consequent of the conditional sentence, substituting Clinton for z. This leaves the
antecedent Clinton is a person (i.e., Person(Clinton)). Backward modus ponens
notes, at this point, that the antecedent matches one of the premises, and the
conclusion therefore follows (the matching step is shown with double lines in the
figure).

This method of dealing with variables, however, interacts with the forward-
backward distinction we just discussed. In a system for propositional reasoning,
modus ponens (IF P THEN @, P + Q) can operate harmlessly as a forward rule.
Once we’ve made a modus ponens inference with a specific conditional sentence,
we don’t have to do it again, even if we’'ve derived the antecedent in a new way.
In a system for first-order reasoning, however, forward modus ponens can lead to
infinitely repeated inferences. Suppose, for example, that the conditional in (1)
were changed to IF Person(z) THEN (Father(ay, x) AND Person(az)) — every
person has a father who’s a person. Then, from the fact that Clinton is a person,
we can derive by forward modus ponens that his father is a person. By a second
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application of modus ponens to the same conditional, his father’s father is a person;
by a third, that his father’s father’s father is a person. And so on, up the family
tree.

This difficulty with forward inferences in a context with variables presents a
dilemma for cognitive theory. We clearly can’t allow the rules to fill memory with
an unending stream of irrelevant information. So either we have to eliminate the
forward version of the rule, retaining the backward version to restrict the number
of inferences, as we did with AND-Introduction, or we can keep the forward rule
and place some external constraints on it, for example, limiting the form of the
conditionals to which it can apply or the number of times it can apply to a single
conditional.? PSYCOP handles this dilemma by compromise, retaining forward
modus ponens when there are no variables to bind, but restricting modus ponens to
its backward form when it must bind variables in the antecedent of the conditional
(e.g., IF P(x) THEN Q(z)) to those of the minor premise (e.g., P(a)). The
theory also allows the possibility that certain contexts will suggest the form that
a conclusion can take, with this form then triggering the backward rule to confirm
or disconfirm the suggestion. In reasoning tests using Aristotelian syllogisms, for
example, there are only a small number of possible conclusions, and PSYCOP can
check these. Indeed, it’s hard to imagine how participants in such an experiment
could keep from hypothesizing an answer in these conditions, and the mistakes the
participants make are often interpretable in this way (as shown in Ch. 7 of the
book).3

This compromise solution overcomes the problem of infinite irrelevant conclu-
sions, but it also means that PSYCOP will not automatically draw the conclusion
of (1), given just its premises. (PSYCOP will, of course, affirm that the conclusion
follows from the premises if it inspects the entire argument.) I know of no data
that suggest that this solution is incorrect, but, like most compromises, this one
may require tinkering, perhaps by adding more forward rules (as Johnson-Laird
suggests) or by limiting how PSYCOP applies its rules (as Braine, O’Brien, et
al. 1995 suggests). This is one place where more refined experiments will help in
understanding how people cope with restrictions on their inference abilities.

2 Goal 2: Implement the Theory as a Computer Program

PSYCOP is embodied in a computer program that draws inferences using the pro-
cedures just sketched. The program is itself “programmable”, since it is possible to
write procedures in the PSYCOP language for cognitive tasks such as classification
or problem-solving. Chapter 8 of Psychology of Proof (“The Role of Deduction in
Thought”) gives PSYCOP programs for solving John R. Hayes’s (1965) spy prob-
lems and for carrying out simple classification. In more recent work (Rips 1995),
I give a PSYCOP program for the Tower of Hanoi problem.

A computer simulation of the theory enables a more detailed account of the
individual deduction steps than usually appears in cognitive papers. This seems
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beneficial, on the whole, since it provides a more accurate view of how the theory
works and will enable others to give more informed evaluations and improvements.
One disadvantage of this level of detail, however, is that it may give the illusion
that, according to the theory, deduction is ordinarily a sophisticated, unintuitive,
conscious process. But detail in the description needn’t imply that the routines
are hard for people to use, any more than a detailed description of the visual sys-
tem implies that objects are hard for people to perceive. The ability of modus
ponens, for example, to bind variables in the current theory means that this infer-
ence requires several steps for arbitrarily complex conditional sentences (which
may have variables local to the antecedent, variables local to the consequent, and
shared variables in complex scope relations). How complex these steps are in prac-
tice, however, depends on the sentences to which they apply and on the cognitive
resources they consume. Johnson-Laird cites the full version of backward modus
ponens that is needed for arbitrary sentences. For simple conditionals, however,
PSYCOP can omit some of the steps entirely, and some of the remaining steps
also simplify, as in the Figure 1 example. There is no reason to suppose that these
procedures are unintuitive or out of reach for most cognizers. (Of course, the
technical description of a cognitive process is not necessarily a good guide to its
intuitive complexity. To readers who aren’t familiar with the technical vocabulary,
the description will seem complicated, even if the underlying cognitive steps are
simple in themselves.)

PSYCOP executes rules like backward modus ponens both on a nonconscious
architectural level and on a conscious level in deliberate reasoning. Johnson-Laird
(personal communication, 1996) raises the issue of whether nonconscious proce-
dures can be as sophisticated as conscious ones, but it is hard to see how cognitive
psychology could make much progress if it were to limit nonconscious information-
processing to simple routines. Surely, motor control, perception, sentence recog-
nition, sentence production, categorization, recognition memory, and many other
cognitive abilities depend on nonconscious processes of formidable complexity, and
it would be astonishing if reasoning were an exception to this trend.

3 Goal 3: Apply the Theory to Empirical Data

The deduction theory is applied to a wide range of deductive arguments, including
simple propositional arguments, classical syllogisms, arguments that depend on
universal and existential variables, and arguments that depend on the full first-
order mix of variables and connectives. Many of these experiments present the
arguments to groups of people and tabulate the percentage of times they decide
that the conclusion follows logically from the premises. In general, the model
predicts the likelihood of a correct answer in terms of the likelihood of correctly
applying the forward or backward rules that PSYCOP needs in its derivation.
The greater the number of rule applications in the proof (and the smaller the
likelihood of applying each rule correctly), the smaller the likelihood that people
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will correctly appraise the argument.

These assumptions fit the individual data sets quite well, but what’s most inter-
esting about the results in the book is the stability across experiments. The
estimates of how likely it is that people will correctly apply a rule are in good
agreement from one experiment to the next, despite changes in participants, word-
ing conventions, and problem type (e.g., from propositional-logic problems to
syllogisms to predicate-logic problems). The estimates for different rules also
accord well with our intuitive notions of the difficulties of these rules, with AND-
Introduction and -Elimination being consistently easier than IF-Introduction (con-
ditional proof), and rules for NOT-Introduction (proof by contradiction) being
consistently among the most difficult. This evidence converges nicely in support-
ing the claim that people apply mental proof-rules in evaluating arguments.*

In many of these experiments, participants see complete arguments and judge
whether the conclusions of these arguments follow. Other experiments in the book,
however, employ memory tasks, proof-following tasks, and liar—truth-teller puzzles.
The book also applies the model to an earlier experiment of Johnson-Laird and
Bruno Bara (1984) in which the participants supplied their own conclusions for
the premises of categorical syllogisms. As Johnson-Laird notes, however, the book
favors experiments in which participants evaluate arguments rather than produce
conclusions. One reason for this, as Johnson-Laird concedes, is that production
data have the “methodological snag” that they are influenced by difficulties peo-
ple have in framing the conclusions in natural language. (See Greene 1992 for
a potential case of this sort, and Johnson-Laird, Byrne, and Tabossi 1992 for a
reply.) A deeper reason is that production experiments aren’t very sensitive tools
in determining the limits of people’s deduction abilities (as Bonatti 1994 argues).
There’s little motivation for participants to formulate more complicated conclu-
sions when simpler ones satisfy the requirements of the task, and the conclusions
they do produce are subject to response bias from the form of the premises, from
conversational demands, and from task demands. Of course, this doesn’t imply
that there is nothing to be learned from such experiments (that’s why I fit the
Johnson-Laird and Bara data) nor that evaluation experiments are methodologi-
cally pure (since no experiments are).

Johnson-Laird’s central complaint about PSYCOP is closely connected with
his focus on production data. He believes PSYCOP “gives no account of what
invalid conclusions occur in deduction”, “cannot predict the systematic error that
subjects make”, “gives an inadequate account of the conclusions that reasoners
draw for themselves”, and “cannot account for illusory inferences in which subjects
systematically infer invalid conclusions” (Johnson-Laird 1997a). These last two
points are two of the three “major problems” that he cites against the theory (the
third is considered in the following section) and the ones he considers most severe
and general. As Johnson-Laird correctly states, the theory identifies many sources
of errors in deduction. Indeed, the history of psychological research in this field,
for better or worse, is largely the story of uncovering these sources, and we now
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know a large number of them: incorrect interpretation of instructions, incorrect
interpretation of premises due to people’s prior knowledge of the subject matter,
production errors due to difficulty in “putting the conclusion into words”, errors
due to working-memory limitations, bias due to prior belief in the conclusion,
conversational implicatures, and many more. It is possible to debate whether
these “errors” impugn the rationality of people who make them (see Ch. 11 for a
discussion), and it is possible to debate which errors account for which responses.
But it would be difficult to maintain that these varied sources don’t contribute,
at least on some occasions, to the answers people give in reasoning experiments
— a point on which Johnson-Laird and I agree. Since these errors have obviously
disparate causes, there can’t be a unified theory of deduction errors, any more
than there can be a unified theory of automotive breakdowns. Sometimes it’s the
ignition system; sometimes it’s a flat tire; sometimes it’s an engine rod. There is
no natural kind consisting of all and only automotive “errors”, and, likewise, no
natural kind consisting of all and only reasoning errors (i.e., errors committed in
reasoning experiments).

Is there a narrower domain of reasoning errors or reasoning difficulties that
a scientific theory of deduction must explain? Johnson-Laird (1997a) mentions
a number of findings that he believes create difficulties for PSYCOP. Although
he discusses these as if they were well-documented results, a closer look at these
effects suggests that they are quite controversial, sometimes directly contradicting
each other. It’s worth reviewing this evidence on a point-by-point basis:

Reasoning with connectives: Johnson-Laird asserts that “[r]easoning with
conjunctions is easier than reasoning with conditionals, which in turn is easier
than reasoning with disjunctions”. However, the data don’t support any such
generalization. One can, of course, find arguments whose difficulty accords with
this ordering, but it is equally possible to find arguments that contradict it. For
example, subjects rate as more difficult the argument NOT (P AND Q); P; There-
fore, NOT @ than the argument P OR Q); NOT P; Therefore, @ (2.35 vs. 3.10
on a 9-point scale of rated difficulty in Braine, Reiser, and Rumain 1984). Like-
wise, arguments with the same connective can differ drastically in difficulty. This
fact is easy to accommodate in theories like PSYCOP, since they handle different
entailments with different rules. (For a further counterexample, see Psychology of
Proof , Ch. 10.)

Reasoning with exclusive versus inclusive disjunction: According to
Johnson-Laird, reasoning with exclusive or (XOR) is easier than reasoning with
inclusive or (OR), and he cites Jonathan St. B. T. Evans et al.’s (1993) review as
support for this conclusion. However, a look at Evans et al.’s tabulation of results
shows no difference across studies. Their Table 5.4 lists the argument P OR @;
NOT P; Therefore, @) as correctly evaluated by 80% of subjects, while P XOR
Q; NOT P; Therefore, Q is correctly evaluated by 84% of subjects. (Medians are
83% and 84%.) Of course, many more subjects endorse P XOR @Q; P; Therefore,
NOT @ than P OR Q; P; Therefore, NOT @ (Evans et al. 1993, Table 5.5), but
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that’s because only the former is valid.

Representation of exclusive disjunction: Johnson-Laird believes that “peo-
ple do not make a fully explicit representation of an exclusive disjunction.” As
evidence, he offers the fact that

If you ask subjects to describe a possible hand of cards consistent with the
following description:

There is a king in the hand or else there is an ace in the hand, but not both
some subjects list as a possible hand:

king
and others list:

ace

and a few include an additional card with one or other of these possibilities

What the subjects don’t do is explicitly mention the fact that there is no ace in
the first hand above and no king in the second. But surely this is due to a strong
conversational demand to list the cards in the hand rather than the cards not in
it. No inference can be drawn about people’s mental representations from such
data, a further example of the difficulties inherent in production experiments.

Suppression of modus ponens: Ruth Byrne (1989) found that people some-
times withhold a modus-ponens inference (e.g., If it’s sunny, we’ll go to the beach;
It’s sunny; Therefore, we’ll go to the beach) if they read certain additional premis-

s (e.g., If I remember my beach pass, we’ll go to the beach). However, the cause
of this finding is hotly debated (see Politzer and Braine 1991), and it would be
premature to give a theoretical account before further experiments resolve this
issue.

Effects of diagrams: Diagrams can aid reasoners in proper settings. External
spatial representations impose constraints that can be helpful when they coincide
with problem constraints, and they may aid cognitive bookkeeping by organizing
problem information. It is unclear, however, how well training with diagrams
transfers to other types of reasoning problems (see Stenning et al. 1995). It’s
also controversial whether people spontaneously (i.e., without special training) use
mental diagrams in reasoning (see Ch. 10 for a review). Recent findings suggest
that not all subjects produce spatial diagrams in solving syllogisms; for those who
do, the diagrams tend to be variations on the Euler circles that they’ve learned in
school (Ford 1995; see also Sect. 5, below).

Consistent conclusions and illusory inferences: T'wo final effects deserve
special treatment, since they highlight the difficulties in constructing deduction
theories. According to Johnson-Laird, (a) deduction theories must be able to
explain why the invalid conclusions that people draw on their own are logically
consistent with the premises, and (b) they must account for “illusory inferences

rips.reply.tex - Date: December 6, 1996 Time: 10:48



Goals for a Theory of Deduction: Reply to Johnson-Laird 9

in which subjects systematically infer invalid conclusions”, such as the following
example, which he draws from Johnson-Laird and Savary 1995:

(2) If there is a king in the hand, then there is an ace,
or else if there isn’t a king, then there is an ace.
There is an ace.

From the premises of (2), people tend to draw the conclusion shown above, even
though this conclusion is invalid.

A grave difficulty for Johnson-Laird’s brief arises at this point, however. The
error tendencies in (a) and (b) are themselves contradictory and therefore can’t be
universally true. As Johnson-Laird clearly shows, the conclusion of Argument (2)
is logically inconsistent with its premises, and it thus provides a straightforward
counterexample to the alleged tendency in (a) to make errors that are consistent
with the premises. No consistent theory could possibly account for both (a) and
(b) as invariable tendencies.

Indeed, one of the most remarkable aspects of Johnson-Laird’s clever new find-
ing is that, whatever the problems that “illusory inferences”, such as (2), pose for
other theories, they devastate the theory presented in Johnson-Laird, Byrne, and
Schaeken 1994. In that paper, Johnson-Laird et al. have this to say about the sort
of data that would refute mental-model theory:

What would contravene the fundamental principles of the model theory? In

fact, ... the theory is simple to refute in principle. It applies to all domains of

deduction, and it makes two general predictions about them. The first predic-
tion is easy to test, because it does not call for any account of the specific models
for a domain. According to this prediction, erroneous conclusions should be
consistent with the premises rather than inconsistent with them, because rea-
soners will err by basing their conclusions on only some of the models of the
premises. They will accordingly draw a conclusion that is possibly true rather

than necessarily true .... (p. 735.)

To the extent that subjects endorse the conclusion of (2), as Johnson-Laird assures
us they do, they thereby “contravene the fundamental principles of model theory”.

This doesn’t mean that people never exhibit the types of errors mentioned in (a)
and (b). In line with (a), PSYCOP would expect a greater number of errors that
are consistent rather than inconsistent with the premises, because it can check and
eliminate certain types of inconsistencies. As mentioned earlier, errors can arise in
many ways, according to the theory, but, for these purposes, let’s distinguish errors
that stem from people’s initial misunderstanding of the premises and those that
stem from later parts of the deductive process — for example, priming of conclusions
by the premises or misapplication of logical rules. If these latter processes yield an
erroneous inconsistent conclusion, PSYCOP can apply its backward rules to the
negation of this conclusion to eliminate it. A proof of the negation of the conclusion
demonstrates that the original conclusion is inconsistent. No such strategy will
work with an erroneous consistent conclusion, however: There is no possible proof
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of the negation of such a statement, and PSYCOP could not distinguish it on this
basis from a correct inference. How often people engage in this type of consistency
checking probably depends on the demands of the task. Conditions that place
heavy emphasis on accuracy and that allow unlimited time per problem should
increase the amount of checking and decrease the number of inconsistent errors.

Notice, too, that this checking process is inherently unable to eliminate errors
due to misinterpretation of premises. Erroneous conclusions of this sort follow
validly from the (misinterpreted) premises and will therefore not be identified as
inconsistent. This seems to be a potential explanation for errors on Argument (2),
since the premises seems to invite the interpretation If there is either a king or no
king in the hand, then there is an ace, from which the conclusion validly follows.
This possibility is speculative, however: Johnson-Laird and Fabien Savary (1995)
provide only preliminary results on such inferences.®

Johnson-Laird has changed his view about the consistency of conclusions because
of arguments such as (2). The passage from Johnson-Laird et al. 1994, quoted
above, no longer represents his current theorizing (personal communication, 1996).
His present view is that some initial models support conclusions consistent with the
premises, whereas others support conclusions that contradict the premises. The
point of discussing the argument is not to show that Johnson-Laird’s present posi-
tion is contradictory, but to highlight the difficulties inherent in his review. There
are many systematic sources of error, including contradictory ones such as (a) and
(b). Thus, deduction theories must choose which errors to explain internally and
which to explain as the effects of other cognitive processes (e.g., comprehension
or response processes). There are certainly sources of systematic error that PSY-
COP doesn’t explain internally and, likewise, sources that Johnson-Laird’s theory
can’t explain. The latter include, for example, difficulties people have with the
scope of logical operators and difficulties associated with instantiating variables,
since Johnson-Laird’s mental models don’t include information about either scope
or variables.® Which error tendencies a deduction theory should explain is not
a matter that can be decided simply by listing errors, but depends on the entire
cognitive architecture in which deduction takes place.

4 Goal 4: Assess the Theory’s Formal Properties

It’s helpful in understanding a system as complex as this one to compare it to
standard logical benchmarks. One reason for this is simply to ensure that the sys-
tem is consistent. However, it is also useful to know how the system compares in
logical power with other well-known logics. Can it, for example, prove all the theo-
rems that are derivable in classical predicate logic? For PSYCOP, the answer is no,
according to proofs in Chapters 4 and 6 (“Mental Proofs and Their Formal Proper-
ties” and “Variables in Reasoning”, respectively): There are arguments containing
material conditionals that the program can’t prove. Johnson-Laird regards this as
a flaw in the system, but it is difficult to see why. PSYCOP is intended as a theory

rips.reply.tex - Date: December 6, 1996 Time: 10:48



Goals for a Theory of Deduction: Reply to Johnson-Laird 11

of human reasoning and not a theorem prover for logic. Given the controversies
surrounding the material conditional, it would be odd if the semantics of that con-
nective coincided with people’s logical intuitions about natural-language “if”, and
the handling of conditionals is precisely where PSYCOP and classical logic part
company. PSYCOP is complete for a classical propositional logic in which mate-
rial conditionals are replaced by equivalent truth functions containing AND, OR,
and NOT. (Johnson-Laird maintains that people recognize entailments of the form
NOT(IF P THEN Q) F P, which are not included in PSYCOP. The evidence he
cites, however, supports, not the entailment just mentioned, but instead P AND
NOT Q ~ NOT(IF P THEN (), with which PSYCOP has no difficulty.)”

I suspect, however, that the target Johnson-Laird has in mind in criticizing
PSYCOP on formal grounds is not its incompleteness with respect to classical
logic, but its undecidability. The passage that he quotes from Quine 1982, p. 88,
for example, is explicitly about decidability — the property a proof system has
if, for any argument, it halts after a finite number of steps with a verdict about
the argument’s deductive correctness or incorrectness.® It follows as a corollary
of the proofs in Chapter 4 that PSYCOP is a decision procedure for classical
propositional logic formulated with AND, OR, and NOT. For richer systems, such
as predicate logic, PSYCOP is, of course, not decidable. But decidability with
respect to classical predicate logic is not something one can hold against PSYCOP,
since it is something that no mechanistic system can attain (according to Church’s
Thesis and Church’s Theorem). In this respect, PSYCOP is in exactly the same
boat as all other computable theories of deduction, including Johnson-Laird’s own
theory of mental models. Moreover, in these richer systems, people often do find
themselves wondering whether their inability to find a proof (on a math test, for
example) means that no proof exists or that they simply haven’t been able to find
it.

Of course, this isn’t to suggest that no more needs to be done to understand the
system’s formal properties. Although the book contains proofs of the soundness
of some of the inference rules, we still need proofs for others. And although I
show that PSYCOP doesn’t prove all classically valid theorems with conditionals,
it remains to be seen whether there is a natural semantics for its conditional
connective.

5 Goal 5: Show How the Theory Can Serve as a Cognitive
Processing System

PSYCOP hoped to make plausible the idea that deduction could serve as the basis
for other cognitive processes. Production-system theories of cognition, such as
Anderson 1983, Holland et al. 1986, and Newell 1990 prepared the ground for such
a claim. According to these theories, long-term memory contains many thousands
of conditional commands, similar to the IF-THEN statements in conventional pro-
gramming languages. When the contents of a temporary working memory meet
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the conditions of one or more commands, the commands carry out an operation,
usually adding more information to working memory. A production system applies
the commands by matching variables to working-memory symbols and then carry-
ing out a practical form of modus ponens, executing a computational step. Because
PSYCOP can bind variables and perform modus ponens, it can serve as a means
of directing other mental operations in a similar way. Moreover, PSYCOP has
many other logical rules as well; so it can provide a programming structure that
might be more flexible and psychologically realistic than production systems.

This ability to direct other cognitive processes seems to me the right way for
PSYCOP to account for skills that people sometimes learn in order to supple-
ment their basic deduction abilities. There is no doubt, for example, that people
can learn devices like Euler circles or Venn diagrams and can use them to test
syllogisms by searching for counterexamples. With practice, they can learn to
manipulate these diagrams mentally, just as they can learn to do mental multi-
plication. Similarly, in solving liar—truth-teller problems (e.g., Rips 1989), people
must be able to use the problem instructions to devise a strategy to keep track
of temporary assumptions and to draw special-purpose inferences from them. In
this context, it is possible for PSYCOP to monitor the assumptions and inferences
in order to curb their potential to consume too many working-memory resources.
Contrary to Johnson-Laird’s assertion that PSYCOP’s handling of assumptions is
a retreat from the model in Rips 1989, its new capability is much more general.’
It has the same advantages, in this respect, that production-system models have
over ad-hoc models for specific mental skills.'?

There are, of course, many ways to compute the same input-output functions.
You can do it with a Turing machine, a set of recursive functions, a production sys-
tem, or even a transformational grammar, as Johnson-Laird observes. To decide
what sort of system underlies cognition, you need to determine the atomic mental
steps people go through in carrying out cognitive tasks. You can then select the
system that makes these steps available (see, e.g., Pylyshyn 1989). This is a tall
order, to say the least — tantamount to solving most of the key questions in cog-
nitive psychology. I hope to have shown that PSYCOP offers a reasonable way to
explain what people do in solving specifically deductive problems, but claims about
cognitive architecture go far beyond these tasks. To provide some plausibility for
the more sweeping claim, Chapter 8 of the book contains examples of how PSY-
COP can solve simple search and categorization problems, as mentioned earlier.
PSYCOP can also solve the Tower of Hanoi puzzle, a chestnut in the problem-
solving literature, using a strategy that Herbert A. Simon (1975) attributed to
human subjects (see Rips 1995). These illustrations are far from a proof that the
deduction system is the right architecture, but they provide a start.
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6 Summary

A big advance in the psychology of deductive reasoning was Daniel N. Osher-
son’s (1974-1976) proposal of an algorithm to account for children’s inferences.
Although his series of books met mostly criticism at the time (including his own
disarming self-criticism), it’s clear that they pioneered unified theories that respond
to both formal and empirical issues. This comprehensive approach helped avoid the
lack of progress in the psychology of reasoning that had been caused by bickering
over small-scale models, and they set the stage for current theorizing. PSYCOP’s
goals, at their most ambitious, further enlarge the scope of deduction theory. It
aims to provide a theory for first-order reasoning — one that is well-specified for-
mally and computationally, that accounts for human inference patterns, and that
can serve as a basis for other cognitive tasks. Many aspects of the theory still need
revisions or extensions, especially in applying the theory to new types of data, in
establishing the theory’s formal semantic properties, and in experimenting with
its uses as a cognitive architecture. Accomplishing all this requires integrating
knowledge from logic, artificial intelligence, and cognitive psychology — a daunting
task, considering the amount of information available in these fields. The effort
of integration is worthwhile, however, if only because it provides a clearer view of
the serious issues.

'PSYCOP’s forward-backward distinctior}\{(a)rg?esfrom analyzing the strategies students use to
prove theorems in standard natural-deduction systems, and it is also consistent with similar goal-
triggered versus premise-triggered methods in artificial intelligence. The distinction has a long
history, however.

2The solution by external constraints is, roughly speaking, the one adopted by production sys-
tems. I discuss such systems later in connection with Goal 5. The solution by internal constraints
is close to the one adopted by logic-programming languages, such as Prolog.

30f course, this shouldn’t be taken to imply that people never make mistakes on syllogisms
that have valid conclusions. According to PSYCOP, whether they find these conclusions depends
on at least two factors. First, people may check only those potential conclusions that the premises
prime. For example, premises of the form:

No A are B.
All B are C.

may suggest No A are C (rather than, e.g., Some C are not A) as a conclusion, because the form
of this tentative conclusion matches that of the first premise. Second, even when people come
up with what is in fact a correct hypothesis, they must still verify that this conclusion follows,
and the verification process is susceptible to error. See Ch. 7 of the book under review for a full
account of syllogisms.

4One aspect of the model fitting that some readers have found odd is that when PSYCOP’s
predictions are fit, the parameter estimates for some rules are relatively low, indicating that
subjects don’t often apply these rules in relevant proofs. For example, although PSYCOP contains
a rule for OR-Introduction (P + P OR @Q), the data indicate that subjects successfully apply this
rule only about 20% of the time. Why such a low value if the rule is a basic one? One plausible
answer is that in many situations the rule violates Gricean conversational principles, and this may
cause subjects to avoid it. If you know that P is true, it seems conversationally inappropriate
to assert only the weaker statement P OR (). In other settings, however, the rule seems secure.
If you have to choose between a bet that P is true and a bet that P OR @ is true, you would
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presumably choose P OR @ on the grounds that any situation in which P is true must also be
one in which P OR @ is true. This application of OR-Introduction seems reasonable, since it
doesn’t violate Gricean maxims. For further discussion of constraints on PSYCOP’s parameters,
see Ch. 11 of Psychology of Proof.

5Johnson-Laird believes that the above hypothesis seems less plausible when applied to a
variation of (2): One of these assertions is true and one of them is false: If there is a king in his
hand, then there is an ace in his hand. If there is not a king in his hand, then there is an ace in his
hand (see his reply to this paper, Johnson-Laird 1997b). But it is hard to see why the hypothesis
should be any less plausible with the “one is true and the other is false” wording than with the
original “or else”. Johnson-Laird also points out that the explanation doesn’t cover incorrect
conclusions that people draw from the following premises: Only one of the following assertions
s true: Albert is here, or Betty is here, or both. Charlie is here, or Betty is here, or both. This
assertion is definitely true: Albert isn’t here and Charlie isn’t here. It’s not obvious that both
sorts of errors are the result of the same reasoning process. However, one alternative possibility
that would cover both is that people take the disjunctive phrasing (or else, one is true and one is
false, only one is true) as an invitation to apply OR-Elimination, and they interpret the rest of
the argument opportunistically to fit this schema. The schema states that if a statement follows
from P and it also follows from @, then it follows from the disjunction P OR @Q (see Psychology
of Proof, Chs. 2—4). For the conditional problems, people might reason: “Either he has a king or
no king. If he has a king, then he has an ace. If he has no king, then he has an ace. So, either
way, he has an ace.” On the second problem, the reasoning might be: “Either (Albert is here
or Betty is here) or (Charlie is here or Betty is here). If the first possibility holds, then Betty
is here (since Albert isn’t). If the second possibility holds, then Betty is also here (since Charlie
isn’t). So, in either case, Betty is here.” This hypothesis accords well with the line that people
take when I’ve asked them informally to think aloud about the problems. Like the hypothesis
mentioned above, however, it is tentative, since Johnson-Laird’s data on these problems haven’t
appeared. In general, it seems an odd strategy for Johnson-Laird to rest his case for mental
models on results that at present are either “in press” or “submitted”.

6 According to Johnson-Laird and Byrne’s theory (1991, Ch. 9), people first translate quantified
sentences in natural language, such as All z’s are equal to the sum of some y and some z, into
sentences of predicate logic (e.g., (All z)(Some y)(Some z)(x = y+ z)). To form a mental model,
however, people are supposed to translate this sentence once more into a specific instantiation
in which the quantifiers and variables are dropped. For the above sentence, Johnson-Laird and
Byrne give the mental model as:

c=(8][6]), y=(1642), 2= (7T72244)

It’s an important question whether this mental model is anything like an adequate representation
of the original sentence. The point here, however, is that the mental models themselves don’t
include scope relations or variables. Hence, scope and variables play no role in the reasoning
process, which is supposed to be solely a matter of manipulating mental models. If there is any
remaining doubt about this, Johnson-Laird (1989, p. 488) defines a mental model as a representa-
tion that meets three conditions, one of which is “Unlike other proposed forms of representation,
[a mental model] does not contain variables.” (See Chs. 7 and 10 of Psychology of Proof for
discussions of these problems.)

"This problem carries over to Johnson-Laird’s reply to this article (1997b). He states: “Yet
several experimenters have asked people to construct instances that would falsify a conditional
of the form: if p then g. They reliably respond with cases of: p and not g (see, e.g., Oaksford
and Stenning 1992).” But what matters here is not what falsifies a conditional, but what follows
from a false conditional, two very different matters.

8 Johnson-Laird’s use of this quotation is misleading in a second way. Quine (1982, p. 88) is not
there comparing syntactic methods in general to semantic methods, but comparing the axiomatic
method to other methods (both syntactic and semantic) that yield a decision procedure. The full
passage reads as follows:

On the other hand an axiom system for logic is necessarily foundational, and I would in
conclusion remark further that it is of dubious value — especially in the logic of truth functions.
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This domain, after all, enjoys the luxury of a decision procedure for validity — that is, a

mechanical test. Truth-value analysis affords one such test of validity; truth tables afford

another; transformation into conjunctive normal form affords a third. Thus blessed, we should

be unwise to make practical use of the axiomatic method in this domain. It is inferior in that

it affords no general way of reaching a verdict of invalidity; failure to discover a proof for a

schema can mean either invalidity or mere bad luck.

9In particular, PSYCOP retains the ability to reason both forward and backward from assump-
tions. The only restrictions on forward reasoning are those discussed earlier that keep the system
from producing an infinite number of conclusions. In his reply to this paper, Johnson-Laird focus-
es his critique on the fact that people (but not PSYCOP) can make arbitrary assumptions with no
goal in mind. Making unmotivated assumptions in tackling a logic or a math problem, however,
is a sure way to fail to solve it. In a brain-storming session, people might consider in a relatively
undirected way what would happen if everyone suddenly became dyslexic (to use Johnson-Laird’s
example), but it is better to handle this behavior as a separate skill rather than building it into
the deduction component.

1%Tn his reply to this article (1997b), Johnson-Laird complains that this generality makes the

theory irrefutable. In this respect, though, it is on exactly the same footing as other proposals for
cognitive architectures, such as production systems. It is quite true that PSYCOP, production
systems, and other general architectures could simulate mental models if the mental-models theory
were spelled out in adequate detail. This does not make these theories immune to refutation,
however, for reasons that Zenon Pylyshyn (1989) has described.
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