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saac Asimov’s Laws of Robotics, first formulated in 1940, were primarily a 
literary device intended to support a series of stories about robot behavior. 
Over time, he found that the three laws included enough apparent inconsis- 

tencies, ambiguity, and uncertainty to provide the conflicts required for a great 
many stories. In examining the ramifications of these laws. Asimov revealed prob- 
lems that might later confront real roboticists and information technologists 
attempting to establish rules for the behavior of intelligent machines. 

With their fictional “positronic” brains imprinted with the mandate to (in order 
of priority) prevent harm to humans, obey their human masters, and protect them- 
selves, Asimov’s robots had to deal with great complexity. In a given situation, a 
robot might be unable to satisfy the demands of two equally powerful mandates 
and go into “mental freezeout.” Semantics is also a problem. As demonstrated in 
Part 1 of this article (Computer, December 1993, pp. 53-61), language is much 
more than a set of literal meanings, and Asimov showed us that a machine trying 
to distinguish. for example, who or what is human may encounter many difficulties 
that humans themselves handle easily and intuitively. Thus, robots must have suf- 
ficient capabilities for judgment - capabilities that can cause them to frustrate the 
intentions of their masters when, in a robot’s judgment, a higher order law applies. 

As information technology evolves and machines begin to design and build 
other machines, the issue of human control gains greater significance. In time, 
human values tend to change; the rules reflecting these values, and embedded in 
existing robotic devices. may need to be modified. But if they are implicit rather 
than explicit, with their effects scattered widely across a system, they may not be 
easily replaceable. Asimov himself discovered many contradictions and eventually 
revised the Laws of Robotics. 
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Asimov’s 1985 revised 
Laws of Robotics 

The zeroth law. After introducing 
the original three laws, Asimov detect- 
ed, as early as 1950, a need to extend 
the first law, which protected individual 
humans, so tha t  i t  would protect 
humanity as a whole. Thus, his calculat- 
ing machines “have the good of human- 
ity at heart through the overwhelming 
force of the First Law of Robotics”’ 
(emphasis added). In 1985 he devel- 
oped this idea further by postulating a 
“zeroth” law that placed humanity’s 
interests above those of any individual 
while retaining a high value on individ- 
ual human life.2 The revised set of laws 
is shown in the sidebar. 

Asimov pointed out that  under a 
strict interpretation of the first law, a 
robot would protect a person even if 
the survival of humanity as a whole was 
placed at risk. Possible threats include 
annihilation by an  alien o r  mutant 

human race, or by a deadly virus. Even 
when a robot’s own powers of reason- 
ing led it to conclude that mankind as a 
whole was doomed if it refused to act, it 
was nevertheless constrained: “I sense 
the oncoming of catastrophe . . . [but] I 
can only follow the Laws.”2 

In Asimov’s fiction the robots are 
tested by circumstances and must seri- 
ously consider whether they can harm a 
human to save humanity. The turning 
point comes when the robots appreci- 
ate that the laws are indirectly modifi- 
able by roboticists through the defini- 
tions programmed into each robot: “If 
the Laws of Robotics, even the First 
Law, are not absolutes, and if human 
beings can modify them, might it not be 
that perhaps, under proper conditions, 
we ourselves might mod - ”2 Although 
the robots are prevented by imminent 
“roblock” (robot block, or deadlock) 
from even completing the sentence, the 
groundwork has been laid. 

Later, when a robot perceives a clear 
and urgent threat to mankind, it con- 
cludes, “Humanity as a whole is more 
important than a single human being. 
There is a law that is greater than the 
First Law: ‘A robot may not injure 
humanity, or through inaction, allow 
humanity to come to harm.”’2 

Defining “humanity. ” Modification 
of the laws, however, leads to addition- 
al considerations. Robots are increas- 
ingly required to deal with abstractions 
and philosophical issues. For example, 
the concept of humanity may be inter- 
preted in different ways. It may refer to 
the set of individual human beings (a 
collective), or it may be a distinct con- 
cept (a generality, as in the notion of 
“ the  State”).  Asimov invokes both 
ideas by referring to a tapestry (a gen- 
erality) made up of individual contribu- 
tions (a collective): “An individual life 
is one thread in the tapestry, and what 
is one thread compared to the whole? 
. . . Keep your mind fixed firmly on the 
tapestry and do not let the trailing off 
of a single thread affect you.”2 

A human roboticist raised a difficulty 
with the zeroth law immediately after 
the robot formulated it: “What is your 
‘humanity’ but an abstraction? Can you 
point to humanity? You can injure or 

fail to injure a specific human being 
and understand the injury or lack of 
injury that has taken place. Can you see 
the injury to humanity? Can you under- 
stand it? Can you point to it?”2 The 
robot later responds by positing an  
ability to “detect the hum of the mental 
activity of Earth’s human population, 
overall. . . . And, extending that, can 
one not imagine that in the Galaxy gen- 
erally there is the hum of the mental 
activity of all of humanity? How, then, 
is humanity an abstraction? It is some- 
thing you can point to.” Perhaps as 
Asimov’s robots learn to reason with 
abstract concepts, they will inevitably 
become adep t  a t  sophistry and  
polemic. 

The increased difficulty of judgment. 
One of Asimov’s robot characters also 
points out the increasing complexity of 
the laws: “The First Law deals with spe- 
cific individuals and certainties. Your 
Zeroth Law deals with vague groups 
and probabilities.”2 At this point, as he 
often does, Asimov resorts to poetic 
license and for the moment pretends 
that coping with harm to individuals 
does  not involve probabili t ies.  
However, the key point is not affected: 
Estimating probabilities in relation to 
groups of humans is far more difficult 
than with individual humans. 

It is difficult enough, when one must 
choose quickly . . . , to decide which indi- 
vidual may suffer, or inflict, the greater 
harm. To choose between an individual 
and humanity, when you are not sure of 
what aspect of humanity you are dealing 
with, is so difficult that the very validity of 
Robotic Laws comes to be suspect. As 
soon as humanity in the abstract is intro- 
duced, the Laws of Robotics begin to 
merge with the Laws of Humanics - 
which may not even exist.* 

Robot paternalism. Despite these dif- 
ficulties, the robots agree to implement 
the zeroth law, since they judge them- 
selves more capable than anyone else 
of dealing with the problems. The origi- 
nal laws produced robots with consider- 
able au tonomy,  albeit  a qualified 
autonomy allowed by humans. But 
under the 1985 laws, robots were more 
likely to adopt a superordinate, pater- 
nalistic attitude toward humans. 
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Asimov suggested this when he first 
hinted at the zeroth law, because he 
had his chief robotpsychologist say that 
“. . . we can no longer understand our 
own creations. . . . [Robots] have pro- 
gressed beyond the possibility of 
detailed human control.”’ In a more 
recent novella, a robot proposes to  
treat his form “as a canvas on which I 
intend to draw a man,” but is told by 
the roboticist, “It’s a puny ambition. . . . 
You’re better than a man. You’ve gone 
downhill from the moment you opted 
for organici~m.”~ 

In the later novels, a robot with tele- 
pathic powers manipulates humans to 
act in a way that will solve  problem^,^ 
although its powers are constrained by 
the psychological dangers of mind 
manipulation. Naturally, humans would 
be alarmed by the very idea of a mind- 
reading robot;  therefore,  under the 
zeroth and first laws, such a robot 
would be permitted to manipulate the 
minds of humans who learned of its 
abil i t ies,  making them forget the 
knowledge so that they could not be 
harmed by it. This is reminiscent of an 
Asimov story in which mankind is an 
experimental laboratory for higher 
beings5 and Adams’ altogether more 
flippant Hitchhiker’s Guide to the Galaxy, 
in which the Earth is revealed as a large 
experiment in which humans are being 
used as laboratory animals by, of all 
things, white mice.6 Someday those 
manipulators of humans might be robots. 

Asimov’s The Robots of Dawn is 
essentially about humans, with robots 
as important players. In the sequel 
Robots and Empire, however, the story 
is dominated by the two robots, and the 
humans seem more like their  play- 
things. It comes as little surprise, then, 
that the robots eventually conclude that 
“it is not sufficient to be able to choose 
[among alternative humans or classes of 
human] . . . ; we must be able t o  
~ h a p e . ” ~  Clearly, any subsequent novels 
in the series would have been about 
robots, with humans playing “bit” parts. 

Robot dominance has a corollary 
that pervades the novels: History “grew 
less interesting as it went along; it 
became almost s~por i f ic .”~  With life’s 
challenges removed, humanity natural- 
ly regresses into peace and quietude, 

I “My parents were cold and unfeeling.” 

becoming “placid, comfortable, and 
unmoving” - and stagnant. 

So who’s in charge? As we have 
seen, the term human can be variously 
defined, thus significantly affecting the 
first law. The term humanity did not 
appear in the original laws, only in the 
zeroth law, which Asimov had formu- 
lated and enunciated by a robot.* Thus, 
the robots define human and humanity 
to  refer t o  themselves as well as to  
humans, and ultimately to themselves 
alone. Another of the great science fic- 
tion stories, Clarke’s Rendezvous with 
Rama? also assumes that an alien civi- 
lization, much older than mankind, 
would consist of robots alone (although 
in this case Clarke envisioned biologi- 
cal robots). Asimov’s vision of a robot 
takeover differs from those of previous 
authors only in that force would be 
unnecessary. 

Asimov does not propose that the 
zeroth law must inevitably result in the 
ceding of species dominance by humans 
t o  robots. However, some concepts 
may be so central to  humanness that 
any attempt to embody them in com- 
puter processing might undermine the 
ability of humanity to control its own 
fate. Weizenbaum argues this point 
more 

The issues discussed here, and in Part 
1, have grown increasingly speculative, 
and some are more readily associated 
with metaphysics than with contempo- 

rary applications of information tech- 
nology. However, they demonstrate 
that  even an intuitively attractive 
extension to  the original laws could 
have very significant ramifications. 
Some of the weaknesses are probably 
inherent in any set of laws and hence in 
any robotic control regime. 

himov’s laws extended 
The behavior of robots in Asimov’s 

stories is not satisfactorily explained by 
the laws he enunciated. This section 
examines the design requirements neces- 
sary to effectively subject robotic behav- 
ior to the laws. In so doing, it becomes 
necessary to postulate several additional 
laws implicit in Asimov’s fiction. 

Perceptual and cognitive apparatus. 
Clearly, robot design must include 
sophisticated sensory capabilities. 
However, more than signal reception is 
needed.  Many of the difficulties 
Asimov dramatized arose because 
robots  were less than omniscient.  
Would humans, knowing that robots’ 
cognitive capabilities are limited, be 
prepared to  trust their judgment on 
life-and-death matters? For example, 
the fact that any single robot cannot 
harm a human does not protect humans 
from being injured or killed by robotic 
actions. In one story, a human tells a 
robot to add a chemical to a glass of 
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milk and then tells another robot to 
serve the milk to a human. The result is 
murder by poisoning. Similarly, a robot 
untrained in first aid might move an 
accident victim and break the person’s 
spinal cord. A human character in The 
Naked Sun is so incensed by these 
shortcomings that he accuses roboti- 
cists of perpetrat ing a fraud on 
mankind by omitting key words from 
the first law. In effect, it really means 
“ A  robot may do nothing that to its 
knowledge would injure a human 
being, and may not, through inaction, 
knowingly allow a human being t o  
come to harm.”9 

Robotic  architecture must be  
designed so that the laws can effective- 
ly control a robot’s behavior. A robot 
requires a basic grammar and vocabu- 
lary to “understand” the laws and con- 
verse with humans. In one short story, 
a production accident results in a 
“mentally retarded” robot. This robot, 
defending itself against a feigned attack 
by a human, breaks its 
assailant’s arm. This was not 
a breach of the first law, 
because it did not knowingly 
injure the human: “In brush- 
ing aside the threatening 
arm . . . it could not know 
the bone would break. In 
human terms, no moral 
blame can be attached to an 
individual who honestly can- 
not differentiate good and 
evil.”10 In Asimov’s stories, 
instructions sometimes must 
be phrased carefully to  be 
interpreted as mandatory. 
Thus,  some authors  have 
considered extensions to the 
apparatus  of robots ,  €or 
example, a “button labeled 
‘Implement Order’ on the 
robot’s chest,”” analogous 
to the Enter key on a com- 
puter’s keyboard. 

A set of laws for robotics 
cannot be independent but 
must be conceived as part of 
a system. A robot must also 
be endowed with data collec- 
tion, decision-analytical, and 
action processes by which 
it can apply the laws. 

Inadequate sensory, perceptual, or cog- 
nitive faculties would undermine the 
laws’ effectiveness. 

Additional implicit laws. In his first 
robot short story, Asimov stated that 
“long before enough can go wrong to 
alter that First Law, a robot would be 
completely inoperable. It’s a mathe- 
matical impossibility [for Robbie the 
Robot to harm a human].”12 For this to 
be true, robot design would have to  
incorporate a high-order controller (a 
“conscience”?) that  would cause a 
robot to detect any potential for non- 
compliance with the laws and report 
the problem - or immobilize itself. 
The implementation of such a meta-law 
(“A robot may not act unless its actions 
are subject to the laws of robotics”) 
might well strain both the technology 
and the underlying science. (Given the 
meta-language problem in twentieth- 
century philosophy, perhaps logic itself 
would be strained.) This difficulty high- 

lights the simple fact  that  robot ic  
behavior cannot be entirely automated; 
it is dependent on design and mainte- 
nance by an external agent. 

Another of Asimov’s requirements is 
that all robots must be subject to the 
laws at all times. Thus, it would have to 
be illegal for human manufacturers to 
create a robot that was not subject to 
the laws. In a future world that makes 
significant use of robots, their design 
and manufacture would naturally be 
undertaken by other robots. Therefore, 
the Laws of Robotics must include the 
stipulation that no robot may commit 
an act that could result in any robot’s 
not being subject to the same laws. 

The words “protect its own exis- 
tence” raise a semantic difficulty. In 
The Bicentennial Man, Asimov has a 
robot achieve humanness by taking its 
own life. Van Vogt, however, wrote 
that “indoctrination against suicide” 
was considered a fundamental require- 
ment.I3 The solution might be to inter- 

pret  the word protect as 
applying to all threats, or to 

Without the First Law of Robotics. . . 

“He was yelling at the robot, ‘Am I the only one around 
here with a head on his shoulders? Now knock it off!”’ 

amend the wording to  
explicitly preclude self- 
inflicted harm. 

Having t o  continually 
instruct robot slaves would 
be both inefficient and tire- 
some. Asimov hints at a fur- 
ther, deep-nested law that 
would compel robots to per- 
form the tasks they were 
trained for: 

Quite aside from the Three 
Laws, there isn’t a pathway 
in those brains that isn’t 
carefully designed and fixed. 
We have robots planned for 
specific tasks, implanted 
with specific ~apab i1 i t i e s . l~  
(Emphasis added.) 

So perhaps we can extrapo- 
late an additional, lower pri- 
ori ty law: “ A  robot must 
perform the duties for which 
it has been programmed, 
except where that  would 
conflict with a higher order 
law.” 

Asimov’s laws regulate 
robots’ transactions with 
humans and thus apply 
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where robots have relatively little to do 
with one another or where there is only 
one robot. However, the laws fail to  
address the management of large num- 
bers of robots. In several stories, a 
robot  is assigned t o  oversee o the r  
robots. This would be possible only if 
each of the lesser robots were instruct- 
ed by a human to obey the orders of its 
robot overseer. That would create a 
number of logical and practical difficul- 
ties, such as the scope of the human’s 
order. It would seem more effective to 
incorporate in all subordinate robots 
an additional law, for example, “ A  
robot must obey the orders given it by 
superordinate robots except where 
such orders would conflict with a high- 
er order law.” Such a law would fall 
between the second and third laws. 

Furthermore,  subordinate robots 
should protect their  superordinate 
robot. This could be implemented as an 
extension or corollary to the third law; 
that is, to protect itself, a robot would 
have to protect another robot on which 
it depends. Indeed, a subordinate robot 
may need to be capable of sacrificing 
itself t o  protect its robot overseer. 
Thus, an additional law superior to the 
third law but inferior to  orders from 
either a human o r  a robot overseer 
seems appropriate: “A robot must pro- 
tect the existence of a superordinate 
robot as long as such protection does 
not conflict with a higher order law.’‘ 

The  wording of such laws should 
allow for nesting, since robot overseers 
may report to  higher level robots. It 
would also be necessary to determine 
the form of the superordinate relation- 
ships: 

a tree, in which each robot has pre- 
cisely one  immediate  overseer,  
whether robot or human; 

* a  constrained network, in which 
each robot may have several over- 
seers but restrictions determine 
who may act as an overseer; or 
an unconstrained network, in which 
each robot may have any number of 
other robots or persons as overseers. 

This issue of a command structure is 
far from trivial, since it is central to 
democratic processes that no single 

An extended set of the L cs 

The Meta-Law: 
A robot may not act unless its actions are subject to the Laws of Robotics. 

Law Zero: 
A robot may not injure humanity, or, through i 
come to harm. 

Law One: 
A robot may not injure a 
human being to come to 

Law Two: 
(a) A robot must o 
such orders would 

Law Three: 

Law Four: 
A robot must perform the du 
except where that would 

The Procreatlo 

the Laws of Robotics. 

entity shall have ultimate authority. 
Rather, the most senior entity in any 
decision-making hierarchy must be sub- 
ject to  review and override by some 
other entity, exemplified by the balance 
of power in the three branches of gov- 
ernment and the authority of the ballot 
box. Successful, long-lived systems 
involve checks and balances in a lattice 
rather than a mere tree structure. Of 
course, the structures and processes of 
human organizations may prove inap- 
propriate for robotic organization. In 
any case, additional laws of some kind 
would be essential to regulate relation- 
ships among robots. 

The sidebar shows an extended set 
of laws, o n e  tha t  incorporates  the  
additional laws postulated in this 
section. Even this set would not always 
ensure appropriate robotic behavior. 

However, it does reflect the implicit 
laws that emerge in Asimov’s fiction 
while demonstrating that any realistic 
set of design principles would have to 
be considerably more complex than 
Asimov’s 1940 or 1985 laws. This addi- 
t ional complexity would inevitably 
exacerbate the problems identified ear- 
lier in this article and create new ones. 

While additional laws may be trivial- 
ly simple to extract and formulate, the 
need for them serves as a warning. The 
1940 laws’ intuitive attractiveness and 
simplicity were progressively lost in 
complexity, legalisms, and semantic 
richness. Clearly then, formulating an 
actual set of laws as a basis for engi- 
neering design would result in similar 
difficulties and require a much more 
formal approach. Such laws would have 
to be based in ethics and human moral- 

January 1994 61 



COMPUTING MILIEUX 
~- 

ity, not just in mathematics and engi- 
neering. Such a political process would 
probably result in a document couched 
in fuzzy generalities rather than consti- 
tuting an operational-level, program- 
mable specification. 

Implications for infor- 
mation technologists 

Many facets of Asimov’s fiction are 
clearly inapplicable to real information 
technology or too far in the future to be 
relevant to contemporary applications. 
Some matters, however, deserve our 
consideration. For example, Asimov’s 
fiction could help us assess the practica- 
bility of embedding some appropriate 
set of general laws into robotic designs. 
Alternatively, the substantive content 
of the laws could be used as a set of 
guidelines to be applied during the con- 
ception, design, development, testing, 
implementation, use, and maintenance 
of robot ic  systems. This section 
explores the second approach. 

Recognition of stakeholder interests. 
The Laws of Robotics designate no 
particular class of humans (not even a 
robot’s owner) as more deserving of 
protection or obedience than another. 
A human might establish such a rela- 
tionship by command, but the laws give 
such a command no special status;  
another human could therefore coun- 
termand it. In short, the laws reflect the 
humanistic and egalitarian principles 
that theoretically underlie most demo- 
cratic nations. 

The  laws therefore stand in stark 
contrast to  our conventional notions 
about an information technology arti- 
fact, whose owner is implicitly assumed 
to be its primary beneficiary. An orga- 
nization shapes an application’s design 
and use for its own benefit. Admittedly, 
during the last decade users have been 
given greater consideration in terms of 
both the human-machine interface and 
participation in system development. 
But that trend has been justified by the 
better returns the organization can get 
from its information technology invest- 

ment rather than by any recognition 
that users are stakeholders with a legiti- 
mate voice in decision making. The 
interests of other affected parties are 
even less likely to be reflected. 

In this era of powerful information 
technology, professional bodies of infor- 
mation technologists need to consider 

identification of stakeholders and 
how they are affected; 
prior consultation with stakehold- 
ers; 
quality assurance standards for 
design, manufacture, use, and main- 
tenance; 
liability for harm resulting from 
either malfunction or use in confor- 
mance with the designer’s inten- 
tions; and 
complaint-handling and dispute- 
resolution procedures. 

Once any resulting standards reach a 
degree of maturity, legislatures in the 
many hundreds of legal jurisdictions 
throughout the world would probably 
have to devise enforcement procedures. 

The interests of people affected by 
modern information technology appli- 
cations have been gaining recognition. 
For example, consumer representatives 
are now being involved in the state- 
ment of user requirements and the 
establishment of the regulatory envi- 
ronment  for  consumer electronic- 
funds-transfer systems. This participa- 
tion may extend to the logical design of 
such systems. O the r  examples a re  
trade-union negotiations with employ- 
ers regarding technology-enforced 
change, and the publication of software 
quality-assurance standards. 

For large-scale applications of infor- 
mation technology, governments have 
been called upon to apply procedures 
like those commonly used in major 
industrial and social projects. Thus, 
commitment might have to be deferred 
pending dissemination and public dis- 
cussion of independent environmental 
or social impact statements. Although 
organizations that  use information 
technology might see this as interven- 
tionism, decision making and approval 
for major information technology 

applications may nevertheless become 
more widely representative. 

Closed-system versus open-system 
thinking. Computer-based systems no 
longer comprise independent machines 
each serving a single location. The mar- 
riage of computing with telecommuni- 
cations has produced multicomponent 
systems designed to  support all ele- 
ments of a widely dispersed organiza- 
tion. Integration hasn’t been simply 
geographic, however. The practice of 
information systems has matured since 
the early years when existing manual 
systems were automated largely with- 
out procedural change. Developers 
now seek payback via the rationaliza- 
tion of existing systems and varying 
degrees of integration among previous- 
ly separate functions. With the advent 
of strategic and interorganizational sys- 
tems, economies are being sought at 
the level of industry sectors, and func- 
tional integration increasingly occurs 
across corporate boundaries. 

Although programmers can no 
longer regard the machine as an almost 
entirely closed system with tightly cir- 
cumscribed sensory and motor capabili- 
ties, many habits of closed-system 
thinking remain. When systems have 
multiple components, linkages to other 
systems, and sophisticated sensory and 
motor capabilities, the scope needed 
for understanding and resolving prob- 
lems is much broader than for a mere 
hardwarekoftware machine. Human 
activities in particular must be per- 
ceived as par t  of the system. This 
applies to manual procedures within 
systems (such as reading dials on con- 
trol panels), human activities on the 
fringes of systems (such as decision 
making based on computer-collated 
and -displayed information), and the 
security of the user’s environment 
(automated teller machines, for exam- 
ple). The  focus must broaden from 
mere technology to technology in use. 

General systems thinking leads infor- 
mation technologists to recognize that 
relativity and change must be accommo- 
dated. Today, an artifact may be applied 
in multiple cultures where language, 
religion, laws, and customs differ. Over 
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time, the original context may change. 
For example, models for a criminal jus- 
tice system - one based on punishment 
and another based on redemption - 
may alternately dominate social think- 
ing. Therefore, complex systems must 
be capable of adaptation. 

Blind acceptance of technological 
and other imperatives. Contemporary 
utilitarian society seldom challenges 
the presumption that what can be done 
should be done. Although this techno- 
logical imperative is less pervasive than 
people generally think, societies never- 
theless tend to follow where their tech- 
nological capabilities lead. Related ten- 
dencies include the economic impera- 
tive (what can be done more efficiently 
should be) and the marketing impera- 
tive (any effective demand should be 
met). An additional tendency might be 
called the “information imperative,” 
the dominance of administrative effi- 
ciency, information richness, and ratio- 
nal decision making. However, the col- 
lection of personal data has become so 
pervasive that citizens and employees 
have begun to object. 

The greater a technology’s potential 
to promote change, the more carefully 
a society should consider the desirabili- 
ty of each application. Complementary 
measures that may be needed to ame- 
liorate its negative effects should also 
be considered. This is a major theme of 
Asimov’s stories, as he explores the 
hidden effects of technology. The  
potential impact of information tech- 
nology is so great that it would be inex- 
cusable for professionals to succumb 
blindly to  the economic, marketing, 
information, technological, and other 
imperatives. Application software pro- 
fessionals can no longer treat the impli- 
cations of information technology as 
someone else’s problem but must con- 
sider them as part of the p r 0 j e ~ t . l ~  

Human acceptance of robots. In 
Asimov’s stories,  humans develop 
affection for robots ,  particularly 
humaniform robots. In his very first 
short story, a little girl is too closely 
attached to Robbie the Robot for her 
parents’ liking.l* In another early story, 

a woman starved for affection from her 
husband and sensitively assisted by a 
humanoid robot to increase her self- 
confidence enter ta ins  thoughts 
approaching love toward it/him.16 

Nonhumaniforms, such as conven- 
tional industrial robots and large, high- 
ly dispersed robotic systems (such as 
warehouse managers,  ATMs, and 
EFT/POS systems) seem less likely to 
elicit such warmth. Yet several studies 
have found a surprising degree of iden- 
tification by humans with comput- 
e r ~ . ~ ~ , ~ ~  Thus, some hitherto exclusively 
human characteristics are being associ- 

If a robot-based 
economy develops 
without equitable 
adjustments, the 

backlash could be 
considerable. 

ated with computer systems that don’t 
even exhibit typical robotic capabilities. 

Users must be continually reminded 
that the capabilities of hardwarekoft- 
ware components are limited: 

*They contain many inherent  
assumptions, 
they are  not flexible enough t o  
cope with all of the manifold excep- 
tions that inevitably arise, 
they do not adapt to  changes in 
their environment, and 
authority is not vested in hardware/ 
software components but rather in 
the individuals who use them. 

Educational institutions and staff train- 
ing programs must identify these limi- 
tations; yet even this is not sufficient: 
The human-machine interface must 
reflect them. Systems must be designed 
so that users are required to continual- 
ly exercise their own expertise, and 
system output should not be phrased in 

a way that  implies unwarranted 
authority. These objectives challenge 
the conventional outlook of system 
designers. 

Human opposition to robots. Robots 
are  agents of change and therefore 
potentially upsetting to those with vest- 
ed interests. Of all the machines so far 
invented or conceived of, robots repre- 
sent  the most direct  challenge t o  
humans. Vociferous and even violent 
campaigns against robotics should not 
be surprising. Beyond concerns of self- 
interest is the possibility that  some 
humans could be revulsed by robots, 
particularly those with humanoid char- 
acteristics. Some opponents may be 
mollified as robotic behavior becomes 
more tactful. Another tenable argu- 
ment is that by creating and deploying 
artifacts that are in some ways superior, 
humans degrade themselves. 

System designers must anticipate a 
variety of negative reactions against 
their creations from different groups of 
stakeholders. Much will depend on the 
number and power of the people who 
feel threatened - and on the scope of 
the change they anticipate.  If, as 
Asimov  speculate^,^ a robot-based 
economy develops without equitable 
adjustments, the backlash could be 
considerable. 

Such a rejection could involve pow- 
erful institutions as well as individuals. 
In one Asimov story,  the US 
Department of Defense suppresses a 
project intended to produce the perfect 
robot-soldier.  I t  reasons that  the 
degree of discretion and autonomy 
needed for battlefield performance 
would tend to make robots rebellious 
in other circumstances (particularly 
during peace time) and unprepared to 
suffer their commanders’ foolish deci- 
s i o n ~ . ~ ~  At a more basic level, product 
lines and markets might be threatened, 
and hence the profits and even the sur- 
vival of corporations. Although even 
very powerful cartels might not be able 
to  impede robotics for very long, its 
development could nevertheless be 
delayed or altered. Information tech- 
nologists need to recognize the nega- 
tive perceptions of various stakehold- 

January 1994 63 



COMPUTING MILIEUX 
-- __ 

ers and manage both system design and 
project politics accordingly. 

The structuredness of decision mak- 
ing. For five decades there has been lit- 
tle doubt that computers hold signifi- 
cant computational advantages over 
humans. However,  the merits of 
machine decision making remain in dis- 
pute. Some decision processes are high- 
ly structured and can be resolved using 
known algorithms operating on defined 
data items with defined interrelation- 
ships. Most structured decisions are 
candidates for automation, subject, of 
course, to economic constraints. The 
advantages of machines must also be 
balanced against risks. The choice to 
automate must be made carefully 
because the automated decision 
process (algorithm, problem descrip- 
tion, problem-domain description, or 
analysis of empirical data) may later 
prove to be inappropriate for a particu- 
lar type of decision. Also, humans 
involved as data providers, data com- 
municators, or decision implementers 
may not perform rationally because of 
poor training, poor performance under 
pressure, or willfulness. 

Unstructured decision making 
remains the preserve of humans for one 
or more of the following reasons: 

Humans have not yet worked out a 
suitable way to program (or teach) 
a machine how to make that class 
of decision. 
Some relevant data cannot be com- 
municated to the machine. 
“Fuzzy” or “open-textured’’ con- 
cepts or constructs are involved. 
Such decisions involve judgments 
that system participants feel should 
not be made by machines on behalf 
of humans. 

One important type of unstructured 
decision is problem diagnosis. As 
Asimov described the problem, “How. . . 
can we send a robot to find a flaw in a 
mechanism when we cannot possibly 
give precise orders,  since we know 
nothing about the flaw ourselves? ‘Find 
out what’s wrong’ is not an order you 

can give to a robot; only to a man.”20 
Knowledge-based technology has since 
been applied to problem diagnosis, but 
Asimov’s insight retains its validity: A 
problem may be linguistic rather than 
technical, requiring common sense, not 
domain knowledge. Elsewhere, Asimov 
calls robots “logical but not reason- 
able” and tells of household robots 
removing important evidence from a 
murder scene because a human did not 
think to order them to preserve it.9 

The literature of decision support 
systems recognizes an intermediate 
case, semistructured decision making. 
Humans are assigned the decision task, 

A problem may be 
linguistic rather 
than technical, 

requiring common 
sense, not domain 

knowledge. 

and systems are designed to provide 
support for gathering and structuring 
potentially relevant data and for mod- 
eling and experimenting with alterna- 
tive strategies.  Through continual 
progress in science and technology, 
previously unstructured decisions are 
reduced to semistructured or structured 
decisions. The choice of which deci- 
sions to automate is therefore provi- 
sional, pending further advances in 
the relevant area of knowledge. 
Conversely, because of environmental 
or cultural change, structured decisions 
may not remain so. For example, a fam- 
ily of viruses might mutate so rapidly 
that the reference data within diagnos- 
tic support systems is outstripped and 
even the logic becomes dangerously 
inadequate. 

Delegating to a machine any kind of 
decision that is less than fully struc- 
tured invites errors and mishaps. Of 
course. human decision-makers rou- 

tinely make mistakes too. One reason 
for humans’ retaining responsibility for 
unstructured decision making is ratio- 
nal: Appropriately educated and 
trained humans may make more right 
decisions andlor fewer seriously wrong 
decisions than a machine. Using com- 
mon sense, humans can recognize when 
conventional approaches and criteria 
do not apply, and they can introduce 
conscious value judgments. Perhaps a 
more important reason is the arational 
preference of humans to submit to the 
judgments of their peers rather than of 
machines: If someone is going to make 
a mistake costly to me, better for it to 
be an understandably incompetent 
human like myself than a mysteriously 
incompetent machine.8 

Because robot and human capabili- 
ties differ, for the foreseeable future at 
least, each will have specific compara- 
tive advantages. Information technolo- 
gists must delineate the relationship 
between robots and people by applying 
the concept of decision structuredness 
to blend computer-based and human 
elements advantageously. The  goal 
should be to achieve complementary 
intelligence rather than to  continue 
pursuing the chimera of unneeded arti- 
ficial intelligence. As Wyndham put it 
in 1932: “Surely man and machine are 
natural complements: They assist one 
another.”21 

Risk management. Whether or not 
subjected to intrinsic laws or design 
guidelines, robotics embodies risks to 
property as well as to humans. These 
risks must be managed; appropriate 
forms of risk avoidance and diminution 
need to be applied, and regimes for 
fallback, recovery, and retribution must 
be established. 

Controls are needed to ensure that 
intrinsic laws, if any, are operational at 
all times and that guidelines for design, 
development, testing, use, and mainte- 
nance are applied. Second-order con- 
trol mechanisms are needed to audit 
f irst-order control mechanisms. 
Furthermore,  those bearing legal 
responsibility for harm arising from the 
use of robotics must be clearly identi- 
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fied. Courtroom litigation may deter- 
mine the actual amount of liability, but 
assigning legal responsibil i t ies in 
advance will ensure that participants 
take due care. 

In most of Asimov’s robot stories, 
robots are owned by the manufacturer 
even while in the possession of individ- 
ual humans or  corporations. Hence, 
legal responsibility for harm arising 
from robot noncompliance with the 
laws can be assigned with relative ease. 
In most real-world jurisdictions, howev- 
er, there are enormous uncertainties, 
substantial gaps in protective coverage, 
high costs, and long delays. 

Each jurisdiction, consistent with its 
own product liability philosophy, needs 
to determine who should bear the vari- 
ous risks. The law must be sufficiently 
clear so that debilitating legal battles do 
not  leave injured parties without 
recourse or sap the industry of its ener- 
gy. Information technologists need to  
communicate to legislators the impor- 
tance of revising and extending the laws 
that assign liability for harm arising from 
the use of information technology. 

Enhancements to codes of ethics. 
Associations of information technology 
professionals,  such as the  I E E E  
Computer Society, the Association for 
Computing Machinery, t he  British 
Computer Society, and the Australian 
Computer Society, are concerned with 
professional standards, and these stan- 
dards almost always include a code of 
ethics. Such codes aren’t intended so 
much to  establish s tandards as t o  
express standards that already exist 
informally. Nonetheless, they provide 
guidance concerning how professionals 
should perform their work, and there is 
significant literature in the area. 

The issues raised in this article sug- 
gest that existing codes of ethics need 
to be reexamined in the light of devel- 
oping technology. Codes generally fail 
to reflect the potential effects of com- 
puter-enhanced machines and the inad- 

and inform debate on the issues. Along 
with robotics, many other technologies 
deserve consideration. Such an endeav- 
or would mean reassessing profession- 
alism in the light of fundamental works 
on ethical aspects of technology. 

simov’s Laws of Robotics have 
been a very successful literary A device. Perhaps ironically, or  

perhaps because it was artistically 
appropriate, the sum of Asimov’s sto- 
ries disprove the contention that he 
began with: It is not possible to reliably 
constrain the behavior of robots by 

Thus, new forms of backup, problem 
diagnosis, interim operation, and recov- 
ery are needed. Tolerance and flexibili- 
ty in design must replace the primacy of 
short-term objectives such as program- 
ming productivity. If information tech- 
nologists do not respond to  the chal- 
lenges posed by robotic systems, as 
investigated in Asimov’s stories, infor- 
mation technology artifacts will be  
poorly suited for real-world applica- 
tions. They may be used in ways not 
intended by their designers, or simply 
be rejected as incompatible with the 
individuals and organizations they were 
meant to serve. 

Tolerance and 
flexibility in design must 

replace the primacy 
of short-term objectives 
such as programming 

productivity. 

devising and applying a set of rules. 
T h e  freedom of fiction enabled 

Asimov to project the laws into many 
future scenarios; in so doing, he uncov- 
ered issues that will probably arise 
someday in real-world situations. Many 
aspects of the laws discussed in this 
article are  likely to  be weaknesses 
in any robot ic  code of conduct. 
Contemporary applications of informa- 
tion technology such as CAD/CAM, 
EFT/POS, warehousing systems, and 
traffic control are already exhibiting 
robotic characteristics. The difficulties 
identified are therefore directly and 
immediately relevant to  information 
technology professionals. 

Increased complexity means new 
sources of risk, since each activity 
depends directly on the effective inter- 
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