
maintenance; (2)
Papers that explicitly
deal with issues on
truth maintenance;
and (3) Papers that
deal with applica-
tions of truth main-
tenance and discuss
the issues at some
important length
(thus we have ex-
cluded papers that
reference truth main-

tenance as a possible technique to be used
without any further discussion of how it could
be used).

We did not attempt to present the material
from a tutorial perspective and thus we
assume some previous knowledge in the area
of truth maintenance systems. We are also
aware that a work of this kind can never be
complete and that, if not updated, will
become obsolete a short time after publica-
tion. We will try to publish updates to the
bibliography and we will be very glad to be
informed about new work being developed in
the area of truth maintenance, as well as
work in this area which was not mentioned
here due to lack of our knowledge.

Truth maintenance is a collection of tech-
niques for doing belief revision. A truth
maintenance system’s task is to maintain a
set of beliefs in such a way that (1) they are
not known to be contradictory and (2) no
belief is kept without a reason.

Jon Doyle [Doyle 79] is recognized to have
initiated the work on the field with the devel-
opment of the TMS (Truth Maintenance
System), the first system where the depen-
dencies among propositions and the depen-

‘I can’t believe
that!’ said Alice

‘Can’t you?’
the Queen said in
a pitying tone.
‘Try again: draw a
long breadth, and
shut your eyes.’

Alice laughed.
‘There’s no use
trying,’ she said:
‘one can’t believe
i m p o s s i b l e
things.’

‘I daresay you haven’t had much practice,’
said the Queen. ‘When I was your age, I
always did it for half-an-hour a day. Why,
sometimes I’ve believed as many as six impos-
sible things before breakfast.’

Lewis Carroll, Through the Looking Glass

The revision of conclusions drawn during rea-
soning is an important aspect of intelligent
behavior. The study of systems with revisable
conclusions has become, in the last ten years,
a major area of AI research—non-monotonic
reasoning. In 1980 Doyle and London pub-
lished an indexed bibliography on belief revi-
sion. To the best of our knowledge the only
similar work published afterwards [Perlis 84],
[Perlis 87] deals with non-monotonic reason-
ing in general. In this paper we try to cover
the literature on a subject related both to
belief revision and non-monotonic reason-
ing—truth maintenance systems. It is some-
what difficult to draw a sharp line between
papers that are on truth maintenance and
papers that just mention it. In collecting the
references we tried to stick to the following
classes of papers (1) Papers that correspond to
overviews, introductions, or tutorials in truth
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specialized workshops, the German Workshop
on Truth Maintenance Systems [Stoyan 88],
the Reason Maintenance Workshop [Smith
and Kelleher 88], and the Workshop on Truth
Maintenance Systems held during the Euro-
pean Conference on AI [Martins and Rein-
frank 90].

Background work
In this section we list papers that, although
do not specifically address TMSes, were influ-
ential in their development. Their study helps
at understanding the general setting under
which TMSes were introduced. Besides the
main entries listed in this section, it may be
useful to read some of the early papers on the
frame problem [McCarthy and Hayes 69],
[Hayes 73], and [Raphael 71], as well as the
descriptor-indexed bibliography on belief
revision [Doyle and London 80].
[de Kleer, Doyle, Steele, and Sussman 77, 79]
Describes AMORD an influential system on the
ATMS.

[Fikes 75] Presents a successor of STRIPS that uses
dependencies among propositions.

[Hayes 75] One of the first descriptions of the need
for TMS-style systems.

[London 78] Describes a planning system relying
on the use of dependencies. This work was devel-
oped at the same time and independently from
Doyle’s work.

[Sandewall 67] Presents the first description of an
ATMS-like system.

[Stallman and Sussman 77] Describes dependency-
directed backtracking and was a direct influence in
the development of Doyle’s TMS.

[Winograd 80] A good overview paper that traces
the history of process-dependent reasoning in AI
systems.

Introductions and Tutorials
In this section we list papers that can be used
as a starting point for the study of TMSes.
[Charniak, Riesbeck, and McDermott 80] An intro-
duction to TMS using the JTMS approach. A nice
introduction that discusses how to implement a
JTMS.

[Charniak, Riesbeck, McDermott, and Meehan 87]
An introduction to TMS using the LTMS approach.
Discusses the implementation of a LTMS.

[de Kleer and Doyle 82] A small introduction to
truth maintenance.

[de Kleer, Forbus, and Williams 87] Tutorial on TMS
presented at AAAI 87. Presents complete LISP code
for the JTMS, ATMS, and LTMS.

dency-tracing routines are isolated from the
specific problem-solving techniques. Follow-
ing the work of Doyle several other systems
emerged: [McAllester 78, 80] introduced an
approach known as LTMS; [Martins 83], [Mar-
tins and Shapiro 88] created a system that
combines an inference engine with an ATMS-
style system; [de Kleer 84, 86a] introduced
the ATMS; [Dressler 89] extended the basic
ATMS to allow for non-monotonic justifica-
tions.

A TMS is usually seen as an independent
module that is associated with a problem
solver. The problem solver tells the TMS the
results of inferences and the TMS’s task is to
keep a record of dependencies among propo-
sitions and use those dependencies to inform
the problem solver in which propositions it
should believe. Issues in TMSes concern the
study of how to record dependencies among
propositions, and, depending on the
approach followed we can have three kinds of
systems, JTMS, ATMS, and LTMS; Non-mono-
tonicity the study of how to record that the
belief on a proposition depends on the disbe-
lief on other propositions; Disbelief propaga-
tion studies how to disbelieve the
consequences of something that is disbe-
lieved (this aspect is usually associated with
labeling algorithms); Inference studies how to
merge the inference capabilities of a problem
solver with the TMS itself—this is somewhat
a secondary area of research since traditional-
ly, TMSes are dissociated from the problem
solvers; Revision of beliefs studies how to select
the culprit for a detected contra-
diction—again this is another side issue since
most of the aspects here fall under the gener-
al area of belief revision; Control studies the
interaction with a TMS from the problem
solver’s perspective; Formal properties of TMSes
concerns the study of TMSes as formal sys-
tems and their relationship with other non-
monotonic reasoning formalisms; and the
development of tools that incorporate TMS.

An associated issue that is not covered in
this paper, dependency-directed backtracking,
can be studied in [Drakos 88] which presents
a good overview on dependency-directed
backtacking with lots of references.

There is currently considerable interest in
truth maintenance systems. This is reflected
both by an extensive publication record on
truth maintenance systems; by the existence
of TMS tutorials at major AI conferences,
AAAI-87 [de Kleer, Forbus, and Williams 87],
AAAI-88 [McAllester and McDermott 88],
IJCAI-89 [de Kleer, Forbus, and McAllester
89], and AAAI-90; and by the existence of
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[de Kleer, Forbus, and McAllester 89] Tutorial on
TMS presented at IJCAI-89. Presents complete LISP
code for the JTMS, ATMS, and LTMS.

[Drummond, Steel, and Kelleher 87] A report of the
Alvey Planning SIG on TMS. Presents a general
introduction to the field and discusses applications
on planning.

[Martins 87] An introduction to the area of belief
revision and to the role that TMSes play within it.
Compares ATMS with JTMS.

[McAllester and McDermott 88] Tutorial on TMS
presented at AAAI 88.

[Kelleher and Smith 88] A brief introduction to
TMS, heading a volume containing the proceedings
of the workshop on TMS held at the University of
Leeds (UK) in April 1988.

[Ramsay 88] Presents an introduction to JTMS and
ATMS.

[Reinfrank 88] A tutorial presented in the German
Workshop on TMSes.

[Reinfrank 89b] An outstanding introduction to
TMSes, with an historical background, formal treat-
ment of TMS (using dependency networks), discus-
sion of TMS-based problem solvers and
applications.

[Shanaham and Southwick 89] Presents an intro-
duction to TMSes and discusses applications in con-
straint satisfaction, backtracking, hypothetical
reasoning, and theorem proving.

Justification-based TMS—JTMS
In the systems described in this section the
dependencies among propositions (corre-
sponding to beliefs) are recorded by associat-
ing each proposition with the propositions
that immediately originated it.
[Bridgeland and Huhns 90] Describes DTMS, a
multi-agent TMS for maintaining logical consisten-
cy of beliefs among a group of computational
agents that behave non-monotonically.

[Doyle 78, 79] The original papers on JTMS.

[Dean and McDermott 87] Describes a system for
temporal reasoning in terms of a JTMS.

[Euzenat 89a, 89b, 90] Describes the addition of
contexts to the JTMS.

[Junker 90] Reviews the backtracking procedure of
the TMS to detect sources of odd loop errors and
retract assumed labels, allowing the determination
of an extension when one exists.

[McDermott 83a] Describes a system that integrates
JTMS (data dependencies) with ATMS (data pools).

[McDermott 83b] Describes a JTMS to handle
numerical inequalities.

[McDermott 89] Proposes a unifying formalism for
JTMS, ATMS, and LTMS.

[Thompson 79] Describes an JTMS-like system that
uses context layers.

Assumption-based TMS—ATMS
In the systems described in this section the
dependencies among propositions (corre-
sponding to beliefs) are recorded by associat-
ing each proposition with the non-derived
propositions (called hypotheses or assump-
tions) that underlie its derivation.
[Bernasconi, Rivoira, and Termini 90] Proposes an
ATMS that works with uncertain beliefs.

[Cayrol-Testemale 90] Introduces the concept of
preference between interpretations in an ATMS.

[Cordier 86, 88] Describes SHERLOCK, an ATMS,
and its use in hypothetical reasoning.

[Cravo and Martins 90a, 90b, 90c, 91] Sets up the
foundations for the development of a non-mono-
tonic ATMS with reasoning capabilities.

[de Kleer 84] The original paper on ATMS. Very well
written.

[de Kleer 86a] An in-depth presentation of the
ATMS.

[de Kleer 86b] Describes an extension of the basic
ATMS to handle non-monotonic justifications,
defaults, and disjunctions.

[de Kleer 88] Presents a general labeling algorithm
for the ATMS based on negated assumptions.

[Dechter 89] Discusses the complexity of ATMS in a
tree-structured domain and identifies the problem’s
parameters which have a decisive effect on the
complexity.

[Dressler 87, 88a, 88b, 89, 90] Discusses an exten-
sion of the basic ATMS to handle non-monotonic
justifications.

[Dressler and Farquhar 89] Discusses the use of
guards to control label propagation on the ATMS.

[Dubois, Lang, and Prade 90] Describes the Possi-
bilistic ATMS, an ATMS where both assumptions
and justifications can receive an uncertainty
weight.

[Hrycej 87, 88] Presents a variation of the ATMS,
using structured contexts.

[Jackson 89] Discusses PABLO, a propositional
abductive logic, and compares it with ATMS. Argues
that abductive models can be seen as providing
ATMS with a semantics.

[Junker 88] Describes an ATMS and its use in rea-
soning in multiple contexts.

[Junker 89b] Describes a non-monotonic ATMS
based on Reiter’s logic that deals with exceptions,
inconsistencies, and ambiguity.

[Kelleher 90] Describes how constraint satisfaction
problems may be encoded for the ATMS.

[Koff 88], [Koff, Flan, and Dietterich 88] Introduces
a specialized ATMS for efficiently computing equiv-
alence relations in multiple contexts.

[Lanskey and Lehner 88] Presents a unified
approach to ATMS and numerical uncertainty man-
agement.

[Martins 83], [Martins and Shapiro 83, 84, 86b,
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Shapiro 88] Describes an ATMS-like system with
reasoning capabilities.

[Mason and Johnson 89] Describes DATMS, the
distributed ATMS.

[McDermott 83a] Describes a system that inte-
grates JTMS (data dependencies) with ATMS (data
pools).

[McDermott 89] Proposes a unifying formalism for
JTMS, ATMS, and LTMS.

[Provan 88a, 88c] Presents an extended ATMS
incorporating the full Dempster Shafer theory and
discusses its application in diagnosis.

[Provan 88b, 88d, 90b] Studies the complexity of
the problems that ATMS solves.

[Reiter and de Kleer 87] Presents CMS, Clause Man-
agement System, a generalization of ATMS.

[Tayrac 90a, 90b] Describes an ATMS based on CAT
resolution.

Logic-based TMS—LTMS
In the systems described in this section
propositions (beliefs) are represented as dis-
junctive clauses of a propositional logic.
[Charniak, Riesbeck, McDermott, and Meehan 87]
An introduction to TMS using the LTMS approach.
Discusses the implementation of a LTMS.

[McAllester 78, 80] The original papers on LTMS.

[McDermott 89] Proposes a unifying formalism for
JTMS, ATMS, and LTMS.

Inference
In this section we list works that attempt at
merging the inference capabilities of the
problem solver wit the TMS.
[Cravo and Martins 89, 90d] Discusses how to
incorporate path-based inference in a ATMS-like
system.

[Cravo and Martins 90a, 90b, 90c, 91] Sets up the
foundations for the development of a non-mono-
tonic ATMS with reasoning capabilities.

[Junker 88, 89a] Describes the reasoning capabili-
ties of a system that is based on the ATMS.

[Martins 83], [Martins and Shapiro 83, 84, 86b, 88]
Describes a system with the capabilities of an
ATMS and discusses how it carries out reasoning.

[McAllester 78, 80] The original papers on LTMS.
Describe the inference mechanism through the
propagation of truth values.

[McAllester 82, 85] Describes RUP, the Reasoning
Utility Package, that uses boolean constraint prop-
agation, a technique for extending a partial truth
assignment on a proposition.

Non-monotonicity
In this section we list papers that deal with
the issue of representing that the belief in
one proposition depends on the lack of belief
on other propositions.
[Brewka 86] Describes FAULTY, a system capable of
non-monotonic reasoning. Briefly compares
FAULTY with TMS approaches.

[Cravo and Martins 90a, 90b, 90c, 91] Discusses
the use of default rules in an ATMS-like system.

[de Kleer 86b] Describes an extension of the basic
ATMS to handle non-monotonic justifications,
defaults, and disjunctions.

[Doyle 78, 79] The original paper on JTMS.
Describe how to handle non-monotonic justifica-
tions.

[Dressler 87, 88a, 88b, 89, 90] Discusses an exten-
sion of the basic ATMS to handle non-monotonic
justifications.

[Junker 89b] Describes a non-monotonic ATMS
based on Reiter’s default logic.

[Urbanski 88] Discusses an extension of ATMS to
incorporate non-monotonic justifications.

[Zetzche 89] Using a certain kind of default rules
shows a 1-1 correspondence between the admissi-
ble extensions of a JTMS and certain ATMS exten-
sions.

Disbelief propagation
In this section we list papers that deal with
the issue of how does one fail to believe all
the consequences of a proposition that is dis-
believed. There are basically two approaches
to this problem: (1) Label-based systems asso-
ciate a label (typically IN or OUT, respective-
ly, for believed or disbelieved) with each
proposition, and disbelief is done by chang-
ing the labels; (2) Context-based systems
associate contexts with propositions and dis-
belief is attained by changing the context.
[Borchardt 87] Presents an algorithm for a system
similar to a TMS where multiple agents interact.

[Charniak, Riesbeck, and McDermott 80] Presents a
labeling algorithm for JTMS, showing that, in the
absence of odd loops, it always terminates.

[de Kleer 88] Presents a general labeling algorithm
for the ATMS based on negated assumptions.

[Doyle 78, 79] The original paper on JTMS.
Describes an algorithm for recomputing labels of
nodes when a change of belief occurs.

[Dressler and Farquhar 89] Discusses the use of
guards to control label propagation on the ATMS.

[Fulcomer and Ball 88, 89b] Presents a labeling
method for a parallel TMS. Corrects the algorithm
of [Petrie 86b].

[Fulcomer and Ball 89a] Describes a parallel TMS.



[Giordano and Martelli 90b] Presents a characteriza-
tion of the TMS contradiction resolution process
based on a three-valued labelling.

[Goodwin 82] Presents a labeling algorithm for
JTMS that detects odd loops and always terminates
(which is not the case with the algorithm of [Doyle
79]).

[Kundu and Chen 89] Characterizes the proper
environments for performing in/out labeling in
TMS.

[Marcke 86] Describes FPPD a consistency mainte-
nance system and discusses its implementation on
a parallel machine.

[Petrie 86b] Presents a distributed computation for
a JTMS labeling algorithm where each node is
implemented as an independent processor.

[Petrie 85, 86a, 86c] Modifies Doyle’s labeling algo-
rithm by eliminating the necessity of CP-justifica-
tions and the need for generating maximal
assumption sets.

[Russinoff 85] Presents a labeling computation algo-
rithm for a JTMS that can cope with circular data-
dependencies.

Revision of beliefs
In this section we list papers that deal with
the issue of picking the culprit for a contradic-
tion.
[Cebulka, Carberry, and Chester 88] Proposes a
domain-independent formalism for the selection of
the culprit for a contradiction.

[Dhar and Quayle 85] Describes a heuristic proce-
dure to be used in determining what to change in a
model when an undesirable condition occurs.

[Doyle 79], [Doyle 89] Discusses general principles
for selecting the culprit for a contradiction.

[Doyle 90] Compares theories of belief revision and
examines how different limitations on rationality
the revision of beliefs.

[Jackson and Pais 90] Presents the Revision-based
TMS, a mechanism for computing the minimum
revision required of a theory in order to accommo-
date new information.

[Junker 90] Reviews the backtracking procedure of
the TMS to detect sources of odd loop errors and
retract assumed labels, allowing the determination
of an extension when one exists.

[Nebel 89] A paper on belief revision that tries to
link belief revision techniques with TMSes.

[Nebel 90] A book on terminological reason mainte-
nance systems with a good discussion on TMSes.

[Nutter 87] Presents a strategy for restructuring
knowledge bases.

[Popchev, Zlatareva, and Mircheva 90] Discusses a
special kind of belief revision based on the idea of
blocking the propagation of contradictions rather
than trying to get rid of them.

[Rao and Foo 89] Discusses theories of belief revi-
sion and links them with TMS.

Control
The papers listed in this section deal with the
interaction between the TMS and the problem
solver, seen from the problem solver’s perspec-
tive.
[Arlabosse, Jean-Bart, Porte, and Ravinel 88] Pre-
sents an architecture for diagnostic problems that
uses ATMS.

[Bridgeland and Huhns 90] Describes DTMS, a
multi-agent TMS for maintaining logical consisten-
cy of beliefs among a group of computational
agents that behave non-monotonically.

[Cayrol and Tayrac 88] Improves the ATMS by the
introduction of a resolution strategy.

[de Kleer and Williams 86a] Describes a backtrack-
ing technique to be used with an ATMS.

[Dixon and de Kleer 88, 89] Shows how the combi-
nation of a serial machine with a parallel processor
can speed up the TMS algorithms.

[Dressler 90] Discusses an architecture for non-
monotonic ATMS-based problem solvers.

[Dressler and Farquhar 89] Briefly discusses applica-
tions in the diagnosis of analog circuits using
guards to control label propagation on the ATMS.

[Dressler and Farquhar 90] Describes an approach
that allows the problem solver to maintain a tight
control over the contexts explored by the ATMS.

[Forbus and de Kleer 88] Describes a strategy for
focusing the search in a system using an ATMS.

[Goodwin 87] Makes a clean distinction between
activity (control support) and belief (logical sup-
port).

[Koff 88], [Koff, Flan, and Dietterich 88] Introduces
a specialized ATMS for efficiently computing equiv-
alence relations in multiple contexts.

[Trum 86] Discusses the control of ATMS.

Formal properties of TMSes
The papers presented in this section are con-
cerned with the study of TMSes as formal sys-
tems and their relationship with other
non-monotonic reasoning formalisms.
[Brown 85] Describes a logic, PDLD, that character-
izes TMSes.

[Brown, Gaucas, and Benanav 87] Introduces lattice-
theoretic truth maintenance and show that it sub-
sumes ATMS and JTMS.

[Brown 88] Gives a formal semantics to TMS by
offering a logic that characterizes some models of
TMSes.

[Brown and Shoham 89] Generalizes and extends
the work of [Brown 88].

[Cravo and Martins 90a, 90b, 90c, 91] Describes
SWMC, a non-monotonic logic developed to under-
lie ATMS-like systems.

[Doyle 83a] The first attempt to present a formal
description of a TMS. Difficult to read.
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[Doyle 83b] An expanded version of [Doyle 83a].

[Elkan 90] Gives a characterization of the infer-
ences performed by a non-monotonic TMS in
terms of logic programming with stable set seman-
tics and autoepistemic logic.

[Eshghi 90] Describes a method for computing the
stable models of propositional logic programs with
negation as failure using the ATMS.

[Freitag and Reinfrank 88] Shows that in certain
cases CAPRI, a tool that uses TMS techniques, is
sound and complete with respect to a given specifi-
cation.

[Fujiwara and Honiden 89] Establishes a correspon-
dence between the states acceptable to the TMS
and stable expansions of autoepistemic logic.

[Fujiwara and Honiden 90] Describes the semantics
of the basic ATMS in terms of propositional Horn
Logic.

[Ginsberg 86b] Argues that TMSes correspond to an
extension of classical logic with additional truth
values.

[Giordano and Martelli 90a] Presents a logic charac-
terization of JTMS in terms of abduction.

[Giordano and Martelli 90c] Presents a logical
semantics for JTMS which is able to capture the
idea of dependency-directed backtracking.

[Goodwin 84] Presents LCP, Logics of Current
proof, designed to be implemented using depen-
dencies and TMSes.

[Goodwin 85] Presents LPT, Logical Process Theory,
a method for describing the states of a non-mono-
tonic reasoning process.

[Haneclou 87] Presents an approach that gives a
strict formalization of TMS and is similar to the
approach taken in denotational semantics.

[Inoue 90a, 90b] Presents a procedural semantics
for the ATMS based on an abductive procedure.

[Inoue 90c] Describes a logical specification of the
ATMS and its generalization based on model
theory.

[Junker and Konolige 90] Presents a proof proce-
dure for autoepistemic and default logics that uses
TMS techniques.

[Kakas and Mancarella 90] Presents a TMS based on
abduction.

[Kundu and Chen 89] Characterizes the proper
environments for performing in/out labeling in
TMS.

[Laskey and Lehner 88, 89] Shows a formal equiva-
lence between Shafer-Dempster theory and ATMS
with a probability calculus on the assumptions.

[Levesque 89] Relates abduction with the ATMS.

[Madre and Coudert 90] Presents a TMS whose rea-
soning is logically complete.

[Martins 83], [Martins and Shapiro 83, 84, 86b, 88]
Describes several aspects of an ATMS-like system
based on a logic developed to support belief revi-
sion systems.

[Martins 90] Presents a revised version of the logic

underlying SNeBR, an ATMS-like system.

[Popchev, Zlatareva, and Mircheva 89] Presents an
self-modiffying logic aquequate to underlie TMSes.

[Popchev, Zlatareva, and Mircheva 90] Presents a
logical theory of truth maintenance reasoning sub-
suming plausible reasoning.

[Provan 89] Analyses the theoretical underpinnings
for computing Dempster-Shafer belief functions
from ATMS labels.

[Provan 90a] Studies (empirically) the computa-
tional advantages and disadvantages of JTMS and
ATMS techniques and examines the tradeoffs of
each.

[Provan 90b] Studies the computational complexity
of JTMS and ATMS. Presents design choices under-
lying specific TMSes.

[Reinfrank and Dressler 88], [Reinfrank and Freitag
88] Introduces NMFS (Non Monotonic Formal Sys-
tems), a formalism for describing TMS.

[Reinfrank 89a] Discusses the relationship between
TMS and non-monotonic logics.

[Reinfrank 89c], [Reinfrank, Dressler, and Brewka
89] Uses NMFS to prove the equivalence between
TMS and strongly grounded autoepistemic exten-
sions.

[Sridhar, Murthy, and Krishna 89] Presents an
axiomatic system as an underlying formalism for a
TMS.

[Witteveen 90a] Describes a partial semantics for
TMS and shows an it can be used to generalize the
2-valued stable model semantics.

[Witteveen 90b] Presents a characterization of
grounded models of a TMS based on fix-point
semantics.

Tools that use TMS techniques
There are several commercial tools (mainly
for the development of expert systems) that
embody some TMS capabilities. This section
lists papers describing some of them.
[d’Aloisi, Stock, and Tuozzi 88] Describes KRAPFEN,
an hybrid knowledge representation system. Stress-
es the use of LTMS.

[Clayton 84] Describes ART a tool that provides a
multiple context mechanism (called alternative
worlds or viewpoints) and a TMS capability.

[Fikes, Nado, Filman, McBride, Morris, Paulson,
Treitel, and Yonke 87] Describes the use of an ATMS
in KEE.

[Filman 88] Presents a general description of the
use of TMS in KEE and presents an example that
solves a planning problem with TMS techniques.

[Flann, Dietterich, and Corpron 87] Presents
FORLOG a logic programming language that uses
ATMS.

[Freitag and Reinfrank 87, 88] Discusses an efficient
interpreter for CAPRI a toll that uses TMS. Shows
that in certain cases CAPRI is sound and complete



with respect to a given specification.

[Junker 89a] Describes EXCEPT, a toll that is based
on the ATMS.

[King, Bigham, Barrett, and Khong 87] Describes
MIKIC-TMS, a tool that incorporates LTMS in
MIKIC (a general purpose object-oriented inference
system).

[Laasri, Maitre, Mondot, Charpillet, and Haton 88]
Describes the use of an ATMS (trough ART) in
hypothetical reasoning.

[McAllester 82] Describes RUP, the Reasoning Utili-
ty Package, that uses boolean constraint propaga-
tion, a technique for extending a partial truth
assignment on a proposition.

[Morizet-Mahoudeaux, Fontaine, and Le Beaux 87]
Describes SUPER, an expert system shell, that uses
TMS techniques.

[NEURON 86] Describes NEXPERT a tool that keeps
dependencies among propositions and performs a
kind of truth maintenance.

[Petrie, Russinoff, and Steiner 86] Describes at a
shallow level PROTEUS, a tool developed at MCC,
that incorporates a TMS.

[Petrie, Russinoff, Steiner, and Ballou 87] Describes
PROTEUSc2, a tool developed at MCC, that incor-
porates a TMS.

[Reinfrank, Beetz, Freitag, and Klug 86], [Reinfrank
and Freitag 88] Describes CAPRI, a rule-based non-
monotonic inference engine with an integrated
TMS.

[Rich 85] Describes CAKE an hybrid reasoning
system that uses TMS techniques.

[Vilain 85] Describes KL-TWO a systems that
extends McAllester’s RUP.

Applications
In this section we list papers that deal with
applications of TMSes.

Reasoning
[Baker and Ginsberg 89] Extends the work of [Gins-
berg 88b], [Ginsberg 89] to handle prioritized cir-
cumscription.

[Bonte, Castaing, Grandemange, Grumbach, Kayser,
and Levy 88] Describes a reasoning system that uses
a TMS.

[Etherington 87] Briefly discusses the role of TMSes
in formalizing non-monotonic reasoning.

[Friedman 80, 81] Discusses a reasoning system that
keeps a record of dependencies as well as credibility
among propositions.

[Ginsberg 86a] Discusses the use of truth mainte-
nance techniques in the computation of counter-
factuals.

[Ginsberg 88b, 89] Discusses the application of an
ATMS to the construction of a circumscriptive theo-
rem prover.

[Jackson 89] Discusses PABLO, a propositional
abductive logic, and compares it with ATMS.

[Laasri, Maitre, Mondot, Charpillet, and Haton 88]
Describes the use of an ATMS (trough ART) in hypo-
thetical reasoning.

[Martins and Shapiro 86a] Discusses the application
of an ATMS-like system to hypothetical reasoning.

[Morris 87a, 88] Discusses Hanks and McDermott’s
anomalous extension problem from the perspective
of a TMS.

[Ohta and Inoue 90] Presents an extended produc-
tion system architecture, based on the ATMS, which
can deal with forward reasoning and multiple con-
texts.

[Reichgelt 88] Proposes an architecture for a reason-
ing system capable of default reasoning. Its imple-
mentation uses TMS techniques.

[Reiter and de Kleer 87] Presents CMS, Clause Man-
agement System, a generalization of ATMS and dis-
cusses its use in terms of efficiency of search and
abductive reasoning.

Constraint Satisfaction
[Bodington and Elleby 88] Discusses how TMSes
(both JTMS and ATMS) can be used to solve con-
straint satisfaction problems.

[Crocker and Dhar 90] Presents a knowledge repre-
sentation for constraint satisfaction problems and
compares it with the TMS approach.

[de Kleer 90] Uses boolean constraint satisfaction to
exploit locality in a TMS.

[Dechter and Dechter 89] Discusses distributed algo-
rithms for TMS and their application to constraint
satisfaction problems.

[Dhar and Ranganathan 90] Describes the use of
TMS in constraint satisfaction problems. Compares
this approach with approaches from operations
research.

[Inoue and Ohta 90] Describes algorithms for com-
binatorial search problems involving constraint sat-
isfaction that use TMS techniques.

[Kelleher 90] Describes how constraint satisfaction
problems may be encoded for the ATMS.

[Maleki 87] Describes a constraint programming
language that uses TMS techniques.

[Mittal and Falkenhainer 90] Describes an ATMS-
based implementation of a dynamic constraint sat-
isfaction algorithm.

[Mott, Cunningham, Kelleher, and Gadsen 88]
Describes the use of an ATMS for solving a con-
straint satisfaction problem in scheduling.

[Shanaham and Southwick 89] Discusses applica-
tions of TMSes in constraint satisfaction, backtrack-
ing, hypothetical reasoning, and theorem proving.

[Smith 88] Discusses the usefulness of ATMS in
reducing search in constraint satisfaction problems.

[Stuss 87] Describes a constraint system, based on
the ATMS, that can be used for diagnosis or design.
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[Morris, Feldman, and Filman 90] Describes the use
of TMS techniques in automatic planning.

[Morris and Nado 86] Discusses how to incorporate
actions in a ATMS. Suggests a more elaborate treat-
ment of contradictions. the approach discussed is
based on KEE.

[Nardi and Paulson 86] Discusses problem solving
with multiple worlds and ATMS and presents a
scheduling application.

[Pinto-Ferreira and Martins 90, 91] Describes m-
LOG, a formal system for reasoning about change
that uses TMS techniques.

[Steel and Leung 89] Discusses the integration of
interval-based planning and ATMS.

[Wellman 87] Describes the use of ATMS tech-
niques in planning.

Search
[Dechter 88, 90] Describes three techniques that
can be used in TMS: backjump, learning while
search, and cycle-cutset method.

[Forbus and de Kleer 88] Describes a strategy for
focusing the search in a system using an ATMS.

[Inoue 88] Describes a general search algorithm for
multiple contexts based on the ATMS.

[Reiter and de Kleer 87] Presents CMS, Clause Man-
agement System, a generalization of ATMS and dis-
cusses its use in terms of efficiency of search and
abductive reasoning.

[Shanaham 87, 88] Describes a Prolog-like theorem
prover which records the structure of the search
space using data dependencies.

[Shanaham and Southwick 89] Presents an intro-
duction to TMSes and discusses applications in
constraint satisfaction, backtracking, hypothetical
reasoning, and theorem proving.

[Smith 88] Discusses the usefulness of ATMS in
reducing search in constraint satisfaction problems.

User-modeling
[Huang, McCalla, and Greer 90] Presents the Stu-
dent Model Maintenance System which allows two
types of revision in a student model, evolutionary
and revolutionary revision.

[Jones and Millington 88] Describes a system that
models Unix users using an ATMS.

[Rich 89] Describes the uses of TMS techniques in a
system for user modeling.

Miscellaneous
[de Kleer 86c] Discusses how a TMS could be incor-
porated in a problem solver, presenting an interfac-
ing protocol with the ATMS.

[de Mori and Mong 84] Describes a system for rec-
ognizing strings of letters. Uses JTMS.

[Ginsberg 88a] Presents an approach based on the
ATMS for checking knowledge bases for inconsis-

Diagnosis
[Arlabosse, Jean-Bart, Porte, and Ravinel 88]
Describes the use of an ATMS-based architecture in
diagnosis.

[Campbell and Shapiro 86] Discusses the use of
TMS in the detection of faults in electric circuits.

[de Kleer and Williams 86b] Discusses the use of an
ATMS in diagnosis.

[de Kleer and Williams 87] Describes GDE, General
Diagnostic Engine, a system for diagnosis based on
ATMS.

[d’Ambrosio, Oriati, and Serventi 88] Discusses the
use of the TMS capabilities of KEE to the diagnostic
process in power plants.

[Dressler and Farquhar 89] Briefly discusses applica-
tions in the diagnosis of analog circuits using
guards to control label propagation on the ATMS.

[Hamscher 89] Describes a system for troubleshoot-
ing of digital circuits that uses an hybrid TMS,
resulting from the combination of ideas from
ATMS and JTMS.

[Matetz 85] Describes a system for diagnosing mul-
tiple faults that uses ATMS techniques (implement-
ed using ART).

[Provan 88a, 88c] Presents an extended ATMS
incorporating the full Dempster Shafer theory and
discusses its application in diagnosis.

[Puppe 87] Introduces the ITMS (Immediate-Check
TMS) and discusses its applications in diagnosis.

[Stuss 87] Describes a constraint system, based on
the ATMS, that can be used for diagnosis or design.

[Struss 88a] Extends the GDE of [de Kleer and Wil-
liams87] and discusses the use of ATMS in diagnosis.

[Struss 88b] Discusses the use of ATMS in diagnosis.

Planning
[Descotte and Latombe 81] Describes a plan genera-
tor for planning the sequence of machine cuts of
mechanical parts. Uses TMS techniques.

[Drummond 87] Discusses the use of TMS tech-
niques in planning.

[Fikes, Morris, and Nado 87] Describes a proposal
for using TMS techniques in planning.

[Filman 88] Presents an example that solves a plan-
ning problem with TMS techniques. The complete
description of the example presented in this paper
can be found in [Filman 86].

[Janlert 87] Discusses an approach to the frame
problem using TMS.

[Kulkarni and Parameswaran 89] Describes the
need for TMSes in action representation and modi-
fication. Presents a way of representing actions and
their effects in a TMS.

[London 78] Describes a planning system relying
on the use of dependencies. Describes a system
with a functionality similar to a TMS.

[Morris 87b] Presents an approach to the frame
problem using a TMS.
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tency and redundancy.

[Harp and Sederberg 88] Discusses the use of a TMS
in configuration problems.

[Hoenkamp 87] Using JTMS, formalizes the phe-
nomenon, observed by psychological experiments,
that people often cling to their initial beliefs more
strongly than appears warranted.

[Hollan, Hutchins, and Weitzman 84] Describes
STEAMER, a computer-based training system that
uses TMS techniques.

[Jarke and Venken 87] Describes the use of a TMS-
like system in knowledge base management sys-
tems.

[Joubel and Raiman 90] Describes an architecture
that handles assumptions (in an ATMS-like fashion)
and time.

[Kunz, Bonura, Levitt, and Stelzner 86] Describes
the use of multiple worlds in the analysis of contin-
gencies in project plans.

[Lalo 88] Presents TIBRE an expert system for main-
taining the consistency in a rule base.

[Latombe 79] Discusses a JTMS-like system that
learns from its failures.

[Mason, Searfus, and Lager 88a], [Mason, Johnson,
Searfus, Lager, and Canales 88b] Describes a system
that interprets seismic data and uses a TMS.

[Mavrovouniotis and Stephanopoulos 87] Discusses
the use of a TMS on a system that reasons about
orders of magnitude.

[McBride 85] Describes the integration of TMS tech-
niques in a simulation language.

[McDermott 83b] Describes a JTMS to handle
numerical inequalities.

[Nado and Fikes 87] Discusses the role of a TMS in a
frame language with inheritance.

[O’Rorke 83] Describes how non-monotonic depen-
dencies of a JTMS can be used for story processing.

[Park 87] Discusses a belief theory which is closely
related to an acting model.

[Provan 87] Discusses the efficiency of the ATMS in
solving scene representation problems.

[Provan 88e] Describes a system that uses TMS to
model-based vision.

[Rose 88a, 88b, 90] Discusses the role of a TMS in
the process of discovery.

[Rose and Langley 86a] Describes STAHLp a system
for inferring components of chemical substances
based on ATMS.

[Schor 86] Describes the use of a TMS in an expert
system implemented in OPS5.

[Shimazu and Takashima 89] Describes the use of a
TMS in the task of memory retrieval.

[Shrobe 79] Discusses how REASON, a system that
uses JTMS, reasons about side-effects in program-
ming.

[Steel 87] Discusses dependency-directed backtrack-
ing and relates it with the JTMS.

[Steele, Richardson, and Winchell 89] Describes a

system for the design of circuits that uses ATMS.

[Vilain 82] Describes a system for reasoning about
time that embodies a mechanism similar to a TMS.

[Wellman and Simmons 88] Describes SERF, the set
reasoning facility, based on LTMS.

[Worden, Foote, Knight, and Andersen 86]
Describes an architecture of co-operative expert
systems and points out the role that a TMS may
play in it.

Acknowledgements
I would like to thank Maria R. Cravo for her
help and fruitful discussions during compila-
tion of this bibliography. This work was par-
tially supported by Junta Nacional de
Investigacao Cientifica e Tecnologica (JNICT),
under Grant 87-107.

References
Items marked with * have not been inserted
in the body of the text. These are references
which have been made to systems that use
TMS techniques but I haven’t checked the
paper (because I don’t have them).
Arlabosse F., Jean-Bart B., Porte N., and Ravinel B.,
“An Efficient Problem Solving Architecture using
ATMS”, AI Communications 1, No.1, pp.6-15, 1988.

Baker A.B. and Ginsberg M.L., “A Theorem Prover
for Prioritized Circumscription”, Proc. Eleventh Inter-
national Joint Conference on Artificial Intelligence,
pp.463-467, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1989.

*Barton G., “A Multiple Context Equality-Based
Reasoning System”, Technical Report TR 715, Cam-
bridge, MA: MIT, AI-Lab, 1983.

*Benoit J.W., “A Use of ATMS in Hierarchical Plan-
ning”, Proc. DARPA Knowledge-Based Planning Work-
shop, pp.91.-9.6, 1987.

Bernasconi C., Rivoira S., and Termini S., “Prospects
and Problems for the Definition of Uncertain Belief
Revision Systems”, unpublished paper, Perugia,
Italy: Dip. di Matematica, Universita di Perugia,
1990.

Bodington R. and Elleby P., “Justification and
Assumption-Based Truth Maintenance Systems:
When and How to use them for Constraint Satisfac-
tion”, in Reason Maintenance Systems and Their
Applications, Smith and Kelleher (eds.), pp.114-133,
Chichester, UK: Ellis Horwood Limited, 1988.

Bonte E., Castaing J., Grandemange P., Grumbach
S., Kayser D., and Levy F., “Description Succinte
d’un Raisonneur a Profondeur Variable”, Proc.
Eighth International Workshop on Expert Systems and
Their Applications, Volume 1, pp.117-132, Avignon,
France, 1988.

Borchardt G., “Incremental Inference: Getting Mul-
tiple Agents to Agree on What to Do Next”, Proc.

Articles

SPECIAL ISSUE       15



Charniak E., Riesbeck C., McDermott D.V., and
Meehan, Artificial Intelligence Programming, Hills-
dale, N.J.: Lawrence Erlbaum Associates, 2nd Edi-
tion, 1987.

Clayton B.D., “ART Programming Primer”, Los
Angeles, CA: Inference Corporation, 1984.

Cordier M.O., “Informations Incompletes et con-
straintes d’integrite: le moteur d’inferences SHER-
LOCK”, These d’etat, Orsay, France, 1986.

Cordier M.O., “SHERLOCK: Hypothetical Reason-
ing in an Expert System Shell”, Proc. ECAI-88:
Eighth European Conference on Artificial Intelligence,
pp.486-494, London, UK: Pitman Publishing, 1988.

Cravo M.R. and Martins J.P., “Path-Based Inference
in SNeBR”, Proc. EPIA 89, Fourth Portuguese Confer-
ence on Artificial Intelligence, Martins and Morgado
(eds.), pp.97-106, Lecture Notes on Artificial Intelli-
gence 390, Heidelberg, W. Germany: Springer
Verlag, 1989.

Cravo M.R., and Martins J.P., “A Syntactic
Approach to Defaults and Belief revision”, Proc.
DRUMS (ESPRIT Basic Research Action 3085), Work-
shop  RP1, Marseille, France, 1990a.

Cravo M.R. and Martins J.P., “Defaults and Belief
Revision: A Syntactical Approach”, Technical report
GIA 90/02, Lisbon, Portugal: Instituto Superior Tec-
nico, technical University of Lisbon, 1990b.

Cravo M.R. and Martins J.P., “A Semantics for
SWMC”, Technical report GIA 90/03, Lisbon, Por-
tugal: Instituto Superior Tecnico, technical Univer-
sity of Lisbon, 1990c.

Cravo M.R. and Martins J.P., “Path-Based Inference
Revisited”, Current Trends in SNePS—Semantic Net-
work Processing System: Proc. of the Second Annual
Workshop, Kumar (ed.), pp.16-26, Lecture Notes on
Artificial Intelligence 437, Heidelberg, W. Germany:
Springer Verlag, 1990d.

Cravo M.R. and Martins J.P., “Defaults and Belief
Revision”, Current Trends in SNePS—Semantic Net-
work Processing System: Proc. of the Second Annual
Workshop, Kumar (ed.), Lecture Notes in Artificial
Intelligence, Heidelberg, Germany: Springer-Verlag,
1991.

Crocker A.E. and Dhar V., “A Knowledge Represen-
tation for Constraint Satisfaction Problems”, Tech-
nical Report STERN IS-90-9, New York: Information
Systems Department, New York University, 1990.

d’Aloisi D., Stock O., and Tuozzi A., “An Implemen-
tation of the Propositional Part of KRAPFEN, a
Hybrid Knowledge Representation System”, in
Methodologies for Intelligent Systems, 3, Ras and Saitta
(eds.), pp.200-209, New York: Elsevier Science Pub-
lishing C., Inc., 1988.

d’Ambrosio A., Oriati M., and Serventi A., “AI in
the Power Plants: PERF-EXS, a PERFormance diag-
nostics EXpert System”, Proc. of The Fourth Confer-
ence on Artificial Intelligence Applications, pp.11-17,
IEEE, 1988.

Dean T.L. and McDermott D.V., “Temporal Data
Base Management”, Artificial Intelligence 32, No.1,
pp.1-55, 1987.

Sixth National Conference on Artificial Intelligence,
pp.334-339, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1987.

*Bose P.K., “ARMS: Assumption-Based Reason
Maintenance System”, Technical Report, Dallas,
TX: Texas Instruments Inc., 1985.

Brewka G., “Tweety—Still Flying: Some Remarks on
Abnormal Birds, Applicable Rules and a Default
Prover”, Proc. Fifth National Conference on Artificial
Intelligence, pp.8-12, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1986.

Bridgland D.M. and Huhns M.N., “Distributed
Truth Maintenance”, Proc. Eighth National Confer-
ence on Artificial Intelligence, pp.72-77, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1990.

Brown A.L., “Modal Propositional Semantics for
Reason Maintenance Systems”, Proc. Ninth Interna-
tional Joint Conference on Artificial Intelligence,
pp.178- 184, Los Altos, CA: Morgan Kaufmann
Publishers Inc., 1985.

Brown A.L., “Logics for Justified Belief”, Proc. ECAI-
88: Eighth European Conference on Artificial Intelli-
gence, pp.507-512, London, UK: Pitman Publishing,
1988.

Brown A.L., Gaucas D.E., and Benanav D., “An
Algebraic Foundation for Truth Maintenance”, Proc.
Tenth International Joint Conference on Artificial Intel-
ligence, pp.973- 980, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1987.

Brown A.L. and Shoham Y., “New Results on
Semantical Nonmonotonic Reasoning”, in Proc.
Second International Workshop on Non-Monotonic
Reasoning, Reinfrank, de Kleer, Ginsberg, and
Sandewall (eds.), pp.19-26, Lecture Notes in Artifi-
cial Intelligence 346, Heidelberg, W.Germany:
Springer-Verlag, 1989.

Campbell S.S. and Shapiro S.C., “Using belief Revision
to Detect Faults in Circuits”, SNeRG Technical Note
No.15, Buffalo, N.Y.: Department of Computer Sci-
ence, State University of New York at Buffalo, 1986.

Cayrol M. and Tayrac P., “Exploitation de ma Meth-
ode du Consensus dans les ATMS: La resolution
Cah-Correcte”, Proc. Eighth International Workshop
on Expert Systems and Their Applications, Volume 3,
pp.85-99, Avignon, France, 1988.

Cayrol-Testemale C., “Preferred Interpretations in
Assumption-Based Reasoning”, Proc. DRUMS
(ESPRIT Basic Research Action 3085), Workshop RP1,
Marseille, France, 1990.

Cebulka K.D., Carberry S., and Chester D.L., “Solv-
ing Dynamic-Input Interpretation Problems Using
the Hypothesize-Test-Revise Paradigm”, Proc. of The
Fourth Conference on Artificial Intelligence Applica-
tions, pp.365-370, IEEE, 1988.

*Clarke B., “Representing Dependencies in an
Expert System Shell for Configuring Industrial
Automation Systems”, Proc. of the Second Planning
and Configuration Workshop, pp.133-148, 1988.

Charniak E., Riesbeck C., and McDermott D.V.,
Artificial Intelligence Programming, Hillsdale, N.J.:
Lawrence Erlbaum Associates, 1980.

Articles

16 AI MAGAZINE



de Kleer J., “Choices without Backtracking”, Proc.
Fourth National Conference on Artificial Intelligence,
pp.79-85, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1984.

de Kleer J., “An Assumption-Based Truth Mainte-
nance System”, Artificial Intelligence 28, No.2,
pp.127-162, 1986a. Also in Readings in Nonmonoton-
ic Reasoning, Ginsberg (ed.), pp.280-297, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1987.

de Kleer J., “Extending the ATMS”, Artificial Intelli-
gence 28, No.2, pp.163-196, 1986b.

de Kleer J., “Problem-Solving with the ATMS”, Arti-
ficial Intelligence 28, No.2, pp.197-204, 1986c.

de Kleer J., “A General Labeling Algorithm for
Assumption-Based Truth Maintenance”, Proc. Sev-
enth National Conference on Artificial Intelligence,
pp.188-192, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1988.

de Kleer J., “A Comparison of ATMS and CSP Tech-
niques”, Proc. Eleventh International Joint Conference
on Artificial Intelligence, pp.2 90-296, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1989.

de Kleer J., “Exploiting locality in a TMS”, Proc.
Eighth National Conference on Artificial Intelligence,
pp.264-271, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1990.

de Kleer J. and Doyle J., “Dependencies and
Assumptions”, in The Handbook of Artificial Intelli-
gence, Vol.2, Barr and Feigenbaum (eds.), pp.72-76,
Los Altos, CA: William Kaufmann Publishers Inc.,
1982.

de Kleer J., Doyle J., Steele G., and Sussman G.,
“AMORD: Explicit Control of Reasoning”, Proc.
Symposium on Artificial Intelligence and Programming
Languages, SIGART Newsletter, No.64, pp.116-125,
1977. Also in Readings in Knowledge Representation,
Brachman and Levesque (eds.), pp.345-355, Los
Altos, CA: Morgan Kaufmann Publishers, Inc.,
1985.

de Kleer J., Doyle J., Steele G., and Sussman G.,
“AMORD: Explicit Control of Reasoning”, in Artifi-
cial Intelligence: An MIT Perspective, Vol. I, Winston
and Brown (eds.), pp.93-116, Cambridge, MA: The
MIT Press, 1979.

de Kleer J., Forbus K., and McAllester D., “Truth
Maintenance Systems”, Tutorial SA5, IJCAI-89,
Menlo Park, CA: American Association for Artificial
Intelligence, 1989.

de Kleer J., Forbus K., and Williams B.C., “Truth
Maintenance Systems”, Tutorial TA4, AAAI-87,
Menlo Park, CA: American Association for Artificial
Intelligence, 1987.

de Kleer J. and Williams B.C., “Back to Backtrack-
ing: Controlling the ATMS”, Proc. Fifth National
Conference on Artificial Intelligence, pp.910- 917, Los
Altos, CA: Morgan Kaufmann Publishers Inc.,
1986a.

de Kleer J. and Williams B.C., “Reasoning about
Multiple Faults”, Proc. Fifth National Conference on
Artificial Intelligence, pp.132-139, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1986b.

de Kleer J. and Williams B.C., “Diagnosing Multiple
Faults”, Artificial Intelligence 32, No.1, pp.97-130,
1987.

de Mori R. and Mong Y.F., “A System of Plans for
Connected Speech Recognition”, Proc. Fourth
National Conference on Artificial Intelligence, pp. 92-
95, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1984.

Dechter R., “Constraint Processing Incorporating
Backjumping, Learning, and Cutset-Decomposi-
tion”, Proc. of The Fourth Conference on Artificial
Intelligence Applications, pp.312-319, IEEE, 1988.

Dechter R., “A Distributed Algorithm for ATMS”,
Technical Report R-109, Haifa, Israel: Computer Sci-
ence Department, Technion—Israel institute of
Technology, 1989.

Dechter R., “Enhancement Schemes for Constraint
Processing: Backjumping, Learning, and Cutset
Decomposition”, Artificial Intelligence 41, No.3,
pp.273-312, 1990.

Dechter R. and Dechter A., “Structure Driven Algo-
rithms for Truth maintenance”, Technical Report R-
138, Haifa, Israel: Computer Science Department,
Technion—Israel institute of Technology, 1989.

Descotte Y. and Latombe J.C., “GARI: A Problem
Solver that Plans how to Machine Mechanical
Parts”, Proc. Seventh International Joint Conference on
Artificial Intelligence, pp.766-772, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1981.

*Dhar V. and Croker A., “A Problem Solver/TMS
Architecture for General Constraint Satisfaction”,
Technical Report, New York: New York University,
1989.

Dhar V. and Quayle, “An Approach to Dependency
Directed Backtracking using Domain Specific
Knowledge”, Proc. Ninth International Joint Confer-
ence on Artificial Intelligence, pp.188- 190, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1985.

Dhar V. and Ranganathan N., “Integer Program-
ming vs. Expert Systems: An Experimental Compar-
ison”, Communications of the ACM 33, No.3,
pp.323-336, 1990.

Dixon M. and de Kleer J., “Massively Parallel
Assumption-based Truth Maintenance”, Proc. Sev-
enth National Conference on Artificial Intelligence,
pp.199-204, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1988.

Dixon M. and de Kleer J., “Massively Parallel
Assumption-based Truth Maintenance”, in Proc.
Second International Workshop on Non-Monotonic
Reasoning, Reinfrank, de Kleer, Ginsberg, and
Sandewall (eds.), pp.131-142, Lecture Notes in Arti-
ficial Intelligence 346, Heidelberg, W.Germany:
Springer-Verlag, 1989.

Doyle J., “Truth Maintenance Systems for Problem
Solving”, Technical Report AI-TR-419, Cambridge,
MA: Massachusetts Institute of Technology, AI Lab.,
1978

Doyle J., “A Truth Maintenance System”, Artificial
Intelligence 12 , No.3, pp.231-272, 1979. Also in
Readings in Artificial Intelligence, Webber and Nils-

Articles

SPECIAL ISSUE       17



Drummond M., Steel S., and Kelleher G., “Truth
maintenance Systems: A Major-topic Group-report
from the 6-th ALVEY Planning SIG”, Report AIAI-
TR-27, Edinburgh, UK: Artificial Intelligence Appli-
cations Institute, University of Edinburgh, 1987.

Dubois D., Lang J., and Prade H., “Handling Uncer-
tain Knowledge in an ATMS using Possibilistic
Logic”, Proc. of the 1990 Workshop on Truth Mainte-
nance Systems, Martins and Reinfrank (eds.), Heidel-
berg, Germany: Springer-Verlag, 1990.

Elkan C., “A Rational Reconstruction of Nonmono-
tonic Truth Maintenance Systems”, Artificial Intelli-
gence 43, No.2, pp.219-234, 1990.

Eshghi K., “Computing Stable Models by Using the
ATMS”, Proc. Eighth National Conference on Artificial
Intelligence, pp.272-277, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1990.

Etherington D.W., “Formalizing Nonmonotonic
Reasoning Systems”, Artificial Intelligence 31, No.1,
pp.41-85, 1987.

Euzenat J., “Un Systeme de Maintenance de la
Verite a Propagation de Contextes”, Technical
report RR-779-I, Grenoble, France: Laboratoire
ARTEMIS/Imag, 1989a.

Euzenat J., “Etendre le TMS (vers les contextes)”,
Proc. of the Seventh Conference AFCET-INRIA, Recon-
naissance des Formes et Intelligence Artificielle,
pp.581-586, Paris, France: Dunod, 1989b.

Euzenat J., “Un Systeme de Maintenance de la
Verite a Propagation de Contextes”, Ph.D. Thesis,
Grenoble, France: Universite Joseph Fourrier, 1990.

Fikes R., “Deductive Retrieval Mechanisms for State
Description Models”, Proc. Fourth International Joint
Conference on Artificial Intelligence, pp.99-106, Los
Altos, CA: Morgan Kaufmann Publishers Inc., 1975.

Fikes R., Morris P. and Nado B., “Use of Truth Main-
tenance in Automatic Planning”, Proc. DARPA
Knowledge-Based Planning Workshop, pp.3.1-3.7,
1987.

Fikes R., Nado R., Filman R., McBride P., Morris
P.H., Paulson A., Treitel R., and Yonke M., “OPUS: A
New Generation Knowledge Engineering Environ-
ment”, Final Report in the Knowledge Systems
Technology Base of the Defense Advanced Research
Projects Agency’s Strategic Computing Program,
Mountain View, CA: Intellicorp Inc., 1987.

Filman R.E., “The Big Giant Trucking Problem”,
Mountain View, CA: Intellicorp Inc., 1986.

Filman R.E., “Reasoning with Worlds and Truth
Maintenance in a Knowledge-based Programming
Environment”, Communications of the ACM 31,
No.4, pp.382-401, 1988.

Flan N.S., Dietterich T.G., and Corpon D.R., “For-
ward Chaining Logic Programming with the
ATMS”, Proc Sixth National Conference on Artificial
Intelligence, pp.24-29, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1987.

Forbus K.D. and de Kleer J., “Focusing the ATMS”,
Proc. Seventh National Conference on Artificial Intelli-
gence, pp.193-198, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1988.

son (eds.), pp.496-516, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1981. Also in Readings in
Nonmonotonic Reasoning, Ginsberg (ed.), pp.259-
279, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1987.

Doyle J., “The Ins and Outs of Reason Mainte-
nance”, Proc. Eighth International Joint Conference on
Artificial Intelligence, pp.349-351, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1983a.

Doyle J., “Some Theories of Reasoned Assump-
tions”, Technical Report CMU-CS-83-125, Pitts-
burgh, PA: Carnegie-Mellon University, 1983b.

Doyle J., “Reasoning, Representation, and Rational
Self-Government”, in Methodologies for Intelligent
Systems, 4, Ras (ed.), pp.367-380, New York: Elsevier
Science Publishing Co., Inc., 1989.

Doyle J., “Rational Belief Revision”, Preliminary
Report, Cambridge, MA: Laboratory for Computer
Science, Massachusetts Institute of Technology,
1990.

Doyle J. and London P., “A Selected Descriptor-
indexed Bibliography to the Literature of Belief
Revision”, SIGART Newsletter 71, pp.7-23, 1980.

Drakos N., “Reason Maintenance in Horn-Clause
Logic Programs”, in Reason Maintenance Systems and
Their Applications, Smith and Kelleher (eds.), pp.77-
97, Chichester, UK: Ellis Horwood Limited, 1988.

Dressler O., “An Extended Basic ATMS”, TEX-B
Memo 23-87, Frankfurt, W. Germany: Battelle-
Institute, 1987.

Dressler O., “Extending the Basic ATMS”, Proc.
ECAI-88: Eighth European Conference on Artificial
Intelligence, pp.535-540, London, UK: Pitman Pub-
lishing, 1988a.

Dressler O., “Assumption-Based Truth Mainte-
nance”, Begrundungsverwaltung, Stoyan (ed.), pp.63-
85, Informatik Fachberichte 162, Heidelberg, W.
Germany: Springer-Verlag, 1988b.

Dressler O., “ An Extended Basic ATMS”, in Proc.
Second International Workshop on Non-Monotonic
Reasoning, Reinfrank, de Kleer, Ginsberg, and
Sandewall (eds.), pp.143-163, Lecture Notes in Arti-
ficial Intelligence 346, Heidelberg, W.Germany:
Springer-Verlag, 1989.

Dressler O., “Problem Solving with the NM-ATMS”,
Proc. ECAI-90: Ninth European Conference on Artifi-
cial Intelligence, Aiello (ed.), pp.253-258, London,
UK: Pitman Publishing, 1990.

Dressler O. and Farquhar A., “Problem Solver Con-
trol Over the ATMS”, Siemens Report INF2ARM-13-
89, Munich, West Germany: Siemens, 1989.

Dressler O. and Farquhar A., “Putting the Problem
Solver Back in the Driver’s Seat: Contextual Control
of the ATMS”, Proc. of the 1990 Workshop on Truth
Maintenance Systems, Martins and Reinfrank (eds.),
Heidelberg, Germany: Springer-Verlag, 1990.

Drummond M.E., “A Representation of Action and
Belief for Automatic Planning Systems”, Proc. 1986
Workshop on Reasoning about Actions and Plans,
Georgeff and Lansky (eds.) pp.189-211, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1987.

Articles

18 AI MAGAZINE



Freitag H. and Reinfrank M., “An efficient Inter-
preter for a Rule-Based Non-Monotonic Deduction
System”, Proc. of the Eleventh German Workshop on
Artificial Intelligence, Morik (ed.), pp.170-174,
Springer Informatik Fachberichte 152, Heidelberg,
W. Germany: Springer Verlag, 1987.

Freitag H. and Reinfrank M., “A Non-Monotonic
Deduction System Based on (A)TMS”, Proc. ECAI-
88: Eighth European Conference on Artificial Intelli-
gence, pp.601-606, London, UK: Pitman Publishing,
1988.

Friedman L., “Trouble-Shooting by Plausible Infer-
ence”, Proc. First National Conference on Artificial
Intelligence, pp.292-294, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1980.

Friedman L., “Extended Plausible Inference”, Proc.
Seventh International Joint Conference on Artificial
Intelligence, pp.487-495, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1981.

Fujiwara Y. and Honiden S., “Relating the TMS to
Autoepistemic Logic”, Proc. Eleventh International
Joint Conference on Artificial Intelligence, pp.1 199-
1205, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1989.

Fujiwara Y. and Honiden S., “On Logical Founda-
tions of the ATMS”, Proc. of the 1990 Workshop on
Truth Maintenance Systems, Martins and Reinfrank
(eds.), Heidelberg, Germany: Springer-Verlag, 1990.

Fulcomer R.M. and Ball W.E., “Correct Parallel
Status Assignments for the Reason Maintenance
System”, Technical report WUCS-88-26, St. Louis,
MO: Department of Computer Science, Washing-
ton University, 1988.

Fulcomer R.M. and Ball W.E., “Towards a Fully Par-
allel Reason Maintenance System”, Technical report
WUCS-89-3, St. Louis, MO: Department of Com-
puter Science, Washington University, 1989a.

Fulcomer R.M. and Bell W.E., “Correct Parallel
Status Assignment for the Reason Maintenance
System”, Proc. Eleventh International Joint Conference
on Artificial Intelligence, pp.30-35, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1989b.

Ginsberg M.L., “Counterfactuals”, Artificial Intelli-
gence 30, No.1, pp.35-79, 1986a.

Ginsberg M.L., “Multi-Valued Logics”, Proc. Fifth
National Conference on Artificial Intelligence, pp.243-
247, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1986b.

Ginsberg A., “Knowledge-Base Reduction: A New
Approach to Checking Knowledge Bases for Incon-
sistency and Redundancy”, Proc. Seventh National
Conference on Artificial Intelligence, pp.585-589, Los
Altos, CA: Morgan Kaufmann Publishers Inc.,
1988a.

Ginsberg M.L., “A Circumscriptive Theorem Prover:
Preliminary Report”, Proc. Seventh National Confer-
ence on Artificial Intelligence, pp.470- 474, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1988b.

Ginsberg M.L., “A Circumsciptive Theorem Prover”,
in Proc. Second International Workshop on Non-Mono-
tonic Reasoning, Reinfrank, de Kleer, Ginsberg, and

Sandewall (eds.), pp.100-114, Lecture Notes in Arti-
ficial Intelligence 346, Heidelberg, W.Germany:
Springer-Verlag, 1989.

Giordano L. and Martelli A., “An Abductive Charac-
terization of the TMS”, Proc. ECAI-90: Ninth Euro-
pean Conference on Artificial Intelligence, Aiello (ed.),
pp.308-313, London, UK: Pitman Publishing,
1990a.

Giordano L. and Martelli A., “Truth Maintenance
Systems and Belief Revision”, Proc. of the 1990
Workshop on Truth Maintenance Systems, Martins and
Reinfrank (eds.), Heidelberg, Germany: Springer-
Verlag, 1990b.

Giordano L. and Martelli A., “Generalized Stable
Models, Truth Maintenance and Conflict Resolu-
tion”, Proc. of the Seventh International Conference on
Logic Programming, Warren and Szeredi (eds.).
pp.427-441, Cambridge, MA: The MIT Press, 1990c.

Goodwin J. W., “A Improved Algorithm for Non-
Monotonic Dependency Network Update”,
Research Report LiTH-MAT-R-82-23, Linkoping,
Sweden: Software Systems Research Center, Linkop-
ing Institute of Technology, 1982.

Goodwin J.W., “WATSON: A Dependency Directed
Inference System”, Proc. Non-Monotonic Reasoning
Workshop, American Association for Artificial Intel-
ligence, pp.103-114, 1984.

Goodwing J.W., “A Process Theory of Non-Mono-
tonic Inference”, Proc. Ninth International Joint Con-
ference on Artificial Intelligence, pp.185-187, Los
Altos, CA: Morgan Kaufmann Publishers Inc., 1985.

Goodwin J.W., A Theory and System for Non-Mono-
tonic Reasoning, Linkoping Studies in Science and
Technology. Dissertations. No.165. Linkoping,
Sweden: Department of Computer and Information
Science, Linkoping University, 1987.

*Gray M., “Implementing and Intelligent Design
Machine in a TMS-Based Inferencing System”, Proc.
IEEE SMC 1987, pp.163-172, 1987.

*Gray M., “An Intelligent Design Machine: Archi-
tecture and Search Strategies”, MCC Technical
Report ACA-AI-343-88, Austin, TX: Microelectron-
ics and Computer Technology Corporation, 1988.

Hamscher W., “Temporary Coarse Representation
of Behavior for Model-Based Troubleshooting of
Digital Circuits”, Proc. Eleventh International Joint
Conference on Artificial Intelligence, pp.8 87-893, Los
Altos, CA: Morgan Kaufmann Publishers Inc., 1989.

Haneclou P., “A Formal Approach to Reason-Main-
tenance Based on Abstract Domains”, Report LITH-
IDA-R-87-07, Linkoping, Sweden: Department of
Computer and Information Science, Linkoping
University, 1987.

Harp S.A. and Sederberg J.C., “Using a Truth Main-
tenance System to do Configuration”, Proc. of The
Fourth Conference on Artificial Intelligence Applica-
tions, pp.393-394, IEEE, 1988.

Hayes P.J., “The Frame Problem and Related Prob-
lems in Artificial Intelligence”, in Artificial and
Human Thinking, Elithorn and Jones (eds.), pp.45-
59, S. Francisco, CA: Jossey-Bass Inc., 1973. Also in

Articles

SPECIAL ISSUE       19



ESPRIT ‘87—Achievements and Impact, pp.402-414,
Amsterdam, The Netherlands: Elsevier Science Pub-
lishers B.V., 1987.

Jones J. and Millington M., “Modeling Unix Users
with and Assumption-Based Truth Maintenance
System: Some Preliminary Findings”, in Reason
Maintenance Systems and Their Applications, Smith
and Kelleher (eds.), pp.134-154, Chichester, UK:
Ellis Horwood Limited, 1988.

Joubel C. and Raiman O., “How Time Changes
Assumptions”, Proc. ECAI-90: Ninth European Con-
ference on Artificial Intelligence, Aiello (ed.), pp.378-
383, London, UK: Pitman Publishing, 1990.

Junker U., “Reasoning in Multiple Contexts”,
Arbeitspapiere der GMD 334, Sankt Augustin, W.
Germany: Gesselschaft fur Mathematik und Daten-
verarbeitung mbH, 1988.

Junker U., “EXCEPT: A Rule-Based System for Multi-
ple Contexts, Inconsistencies, and Exceptions”,
Arbeitspapiere der GMD 371, Sankt Augustin, W.
Germany: Gesselschaft fur Mathematik und Daten-
verarbeitung mbH, 1989a.

Junker U., “A Correct Non-Monotonic ATMS”, Proc.
Eleventh International Joint Conference on Artificial
Intelligence, pp.1049-1054, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1989b.

Junker U., “Variations on Backtracking for TMS”,
Proc. of the 1990 Workshop on Truth Maintenance Sys-
tems, Martins and Reinfrank (eds.), Heidelberg, Ger-
many: Springer-Verlag, 1990.

Junker E. and Konolige K., “Computing the Exten-
sions of Autoepistemic and Default Logics with a
Truth Maintenance System”, Proc. Eighth National
Conference on Artificial Intelligence, pp.278-283, Los
Altos, CA: Morgan Kaufmann Publishers Inc., 1990.
Also in Proc. DRUMS (ESPRIT Basic Research Action
3085), Workshop RP1, Marseille, France, 1990.

Kakas A.C., and Mancarella P., “On the Relation
between Truth Maintenance and Abduction”, Proc.
of the 1990 Workshop on Truth Maintenance Systems,
Martins and Reinfrank (eds.), Heidelberg, Germany:
Springer-Verlag, 1990.

Kelleher G., “Extending the Expressive Power of de
Kleer’s ATMS”, Technical Report GK 90/3, Leeds,
UK: Computer Based Learning Unit, University of
Leeds, 1990.

Kelleher G. and Smith B.M., “A Brief Introduction
to Reason Maintenance Systems”, in Reason Mainte-
nance Systems and Their Applications, Smith and
Kelleher (eds.), pp.4-20, Chichester, UK: Ellis Hor-
wood Limited, 1988.

King S.G., Bigham J., Barret J.W., and Khong V.H.,
“MIKIC-TMS—A Problem Solver for KRITIC”, Tech-
nical Memo 14, ESPRIT P-387, London, UK: British
Telecom, 1987.

Koff C.N., “A Specialized ATMS for Equivalence
Relations”, M.S. Thesis, Corvallis, OR: Department
of Computer Science, Oregon State University,
1988.

Koff C.N., Flann N.S., and Dietterich T.G., “An effi-
cient ATMS for Equivalence Relations”, Proc. Sev-

Readings in Artificial Intelligence, Webber and Nils-
son (eds.), pp.223-230, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1981.

Hayes P.J., “A Representation for Robot Plans”, Proc.
Fourth International Joint Conference on Artificial
Intelligence, pp.181-188, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1975.

Hoenkamp E., “An Analysis of Psychological Exper-
iments on Non-Monotonic Reasoning”, Proc. Tenth
International Joint Conference on Artificial Intelligence,
pp.115-117, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1987.

Hollan J.D., Hutchins E.L., and Weitzman L.,
“STEAMER: An Interactive Inspectable Simulation-
Based Training System”, AI Magazine 5, No.2,
pp.15-27, 1984.

Hrycej T., “Problem Solving with Structured Con-
texts”, TEX-B Memo 19-87, Frankfurt, W. Germany:
Battelle-Institut, 1987.

Hrycej T., “Intelligent Backtracking with Structured
Contexts”, Proc. ECAI-88: Eighth European Confer-
ence on Artificial Intelligence, pp.589-594, London,
UK: Pitman Publishing, 1988.

Huang X., McCalla G.I., and Greer J.E., “Student
Model Revision: Evolution and Revolution”, Proc.
of the Eighth Biennial Conference of the Canadian
Society for Computational Studies of Intelligence, Patel-
Schneidel (ed.), pp.98-105, Palo Alto, CA: Morgan
Kaufmann Publishers Inc., 1990.

Inoue K., “Pruning Search Trees in Assumption-
Based Reasoning”, Proc. Eighth International Work-
shop on Expert Systems and Their Applications,
Volume 1, pp.133-151, Avignon, France, 1988.

Inoue K., “An Abductive Procedure for the
CMS/ATMS”, Proc. of the 1990 Workshop on Truth
Maintenance Systems, Martins and Reinfrank (eds.),
Heidelberg, Germany: Springer-Verlag, 1990a.

Inoue K., “Procedural Interpretation for an Extend-
ed ATMS”, ICOT Technical Report TR-547, Tokyo,
Japan: ICOT Research Center, 1990b.

Inoue K., “Generalizing the ATMS: A Model-Based
Approach”, ICOT Technical Memorandum TM-621,
Tokyo, Japan: ICOT Research Center, 1990c.

Inoue K. and Ohta Y., “Making Dependency-Direct-
ed Search Hierarchical”, Proc. of the Pacific Rim
International Conference on Artificial Intelligence,
1990.

Jackson P., “Propositional Abductive Logic”, Proc.
AISB-89, Cohn (ed.), pp.89-94, London, UK: Pitman
Publishing, 1989.

Jackson P. and Pais J., “Semantic Accounts for Belief
Revision: A Comparative Study”, Proc. of the 1990
Workshop on Truth Maintenance Systems, Martins and
Reinfrank (eds.), Heidelberg, Germany: Springer-
Verlag, 1990.

Janlert L.-E., “Modeling Change—The Frame Prob-
lem”, in The Robot’s Dilemma: The Frame Problem in
Artificial Intelligence, Pylyshyn (ed.), pp.1-40, Nor-
wood N.J.: Ablex Publishing Corporation, 1987.

Jarke M. and Venken R., “Database Software Devel-
opment as Knowledge Base Evolution”, Proc.

Articles

20 AI MAGAZINE



enth National Conference on Artificial Intelligence,
pp.182-187, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1988.

Kulkarni D.H. and Parameswaran N., “Truth Main-
tenance Systems for Action Representation”, Proc.
EPIA 89, Fourth Portuguese Conference on Artificial
Intelligence, Vol. II, Martins and Morgado (eds.),
Lisbon, Portugal: ADIST, 1989.

Kundu S. and Chen J., “Truth in Truth-mainte-
nance”, in Methodologies for Intelligent Systems, 4,
Ras (ed.), pp.458-466, New York: Elsevier Science
Publishing Co., Inc., 1989.

Kunz J.C., Bonura T., Levitt R.E., and Stelzner MJ.,
“Contingent Analysis for Project Management
Using Multiple Worlds” Mountain View, CA: Intel-
licorp Inc., 1986.

Laasri H., Maitre B., Mondot T., Charpillet F., and
Haton J.P., “ATOME: A Blackboard Architecture
with Temporal and Hypothetical Reasoning”, Proc.
ECAI-88: Eighth European Conference on Artificial
Intelligence, pp.5-10, London, UK: Pitman Publish-
ing, 1988.

Lalo A., “TIBRE: Un Systeme Expert qui Teste les
Incoherences dans les Bases de Regles”, Proc. Eighth
International Workshop on Expert Systems and Their
Applications, Volume 3, pp.63-84, Avignon, France,
1988.

Laskey K.B. and Lehner P.E., “Belief Maintenance:
An Integrated Approach to Uncertainty Manage-
ment”, Proc. Seventh National Conference on Artificial
Intelligence, pp.210-214, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1988.

Laskey K.B. and Lehner P.E., “Assumptions, Beliefs
and Probabilities”, Artificial Intelligence 41, No.1,
pp.65-77, 1989.

Latombe J.C., “Failure Processing in a System for
designing Complex Assemblies”, Proc. Sixth Interna-
tional Joint Conference on Artificial Intelligence,
pp.508-515, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1979.

Levesque H.J., “A Knowledge-level Account of
Abduction”, Proc. Eleventh International Joint Confer-
ence on Artificial Intelligence, pp.1 061-1067, Los
Altos, CA: Morgan Kaufmann Publishers Inc., 1989.

London P., “Dependency Networks as Representa-
tion for Modelling in General Problem Solvers”,
Ph.D. Dissertation, Technical Report 698, College
Park, MD: Department of Computer Science, Uni-
versity of Maryland, 1978.

Madre J.C. and Coudert O., “A Complete Reasoning
Maintenance System Based on Typed Decision
Graphs”, technical report DE/DRPA/90004, Louven-
ciennes, France: BULL Corporate Research center,
1990.

Maleki J., “ICONStraint, A Dependency Directed
Constraint Maintenance System”, Linkoping Stud-
ies in Science and Technology. Thesis No.71.
Linkoping, Sweden: Department of Computer and
Information Science, Linkoping University, 1987.

Maletz M.C., “An Architecture for Consideration of
Multiple Faults”, Proc. of The Second Conference on

Artificial Intelligence Applications, pp.60-67, IEEE,
1985.

Marcke K.V., ‘A Parallel Algorithm for Consistency
Maintenance in Knowledge representation”, Proc.
ECAI-86: Seventh European Conference on Artificia l
Intelligence, pp.278-290, 1986.

Martins J.P., “Reasoning in Multiple Belief Spaces”,
Ph.D. Dissertation, Technical Report 203, Buffalo,
N.Y.: Department of Computer Science, State Uni-
versity of New York at Buffalo, 1983.

Martins J.P., “Belief Revision”, in Encyclopedia of
Artificial Intelligence, Shapiro (ed.), pp.58-62, New
York, N.Y.: John Wiley and Sons, 1987.

Martins J.P., “Computational Issues in Belief Revi-
sion” in Proc. Workshop on the Logic of Theory
Change, Kaufmann and Morreau (eds.), Heidelberg,
W. Germany: Springer-Verlag, 1990.

Martins J.P. and Reinfrank M. (eds.), Proc. of the
1990 Workshop on Truth Maintenance Systems, Hei-
delberg, Germany: Springer-Verlag, 1991.

Martins J.P. and Shapiro S., “Reasoning in Multiple
Belief Spaces”, Proc. Eighth International Joint Confer-
ence on Artificial Intelligence, pp.370-373, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1983.

Martins J.P. and Shapiro S., “A Model for Belief
Revision”, Proc. Non-Monotonic Reasoning Workshop,
American Association for Artificial Intelligence, pp.
241-294, 1984.

Martins J.P. and Shapiro S.C., “Hypothetical Rea-
soning”, Proc. Applications of Artificial Intelligence to
Engineering Problems, pp.1029-1042, Berlin, W. Ger-
many: Springer-Verlag, 1986a.

Martins J.P and Shapiro S., “Theoretical Founda-
tions for Belief Revision”, Proc. of the 1986 Confer-
ence on Theoretical Aspects of Reasoning about
Knowledge, Halpern (ed.), pp.383-398, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1986b.

Martins J.P and Shapiro S., “A Model for Belief Revi-
sion”, Artificial Intelligence 35, No.1, pp.25-79, 1988.

Mason C.L., Searfus R.M., and Lager D., “SEA—An
Expert System for Nuclear Test Ban Treaty Verifica-
tion”, in Artificial Intelligence Developments and
Applications, Gero and Staton (eds.), pp.17-32, Ams-
terdam, The Netherlands: Elsevier Science Publish-
ers B.V., 1988a.

Mason C.L., Johnson R., Searfus R.M., Lager D., and
Canales T., “A Seismic Event Analyser for Nuclear
Test Ban Treaty Verification”, in Artificial Intelligence
in Engineering: Diagnosis and Learning, Gero (ed.),
pp.141-159, Amsterdam, The Netherlands: Elsevier,
1988b.

Mavrovouniotis and Stephanopoulos G., “Reason-
ing with Orders of Magnitude and Approximate
Relations”, Proc. Sixth National Conference on Artifi-
cial Intelligence, pp.626-630, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1987.

Mason C.L. and Johnson R.R., “DATMS: A Frame-
work for Distributed Assumption Based Reasoning”,
in Distributed Artificial Intelligence, Gasser and Huns
(eds.), pp.293-317, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1989.

Articles

SPECIAL ISSUE       21



Morris P.H. and Nado R.A., “Representing Actions
with an Assumption Based Truth Maintenance
System”, Proc. Fifth National Conference on Artificial
Intelligence, pp.13-17, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1986.

Mott D.H., Cunningham J., Kelleher G., and Gads-
den J.A., “Constraint-Based Reasoning for Generat-
ing Naval Flying Programmes”, Expert Systems 5,
pp.226-245, 1988.

Nado R. and Fikes R., “Semantically Sound Inheri-
tance for a Formally Defined Frame Language with
Defaults”, Proc. Sixth National Conference on Artifi-
cial Intelligence, pp.443-448, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1987.

Nardi B.A. and Paulson E.A., “Multiple Worlds with
Truth Maintenance in AI Applications”, Proc. ECAI-
86: Seventh European Conference on Artificial Intelli-
gence, pp.437-444, 1986

Nebel B., “A Knowledge Level Analysis of Belief
Revision”, Proc. of the First International Conference
on Principles of Knowledge Representation and Reason-
ing, Brachman, Levesque and Reiter (eds.), pp.301-
311, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1989.

Nebel B., Reasoning and Revision in Hybrid repre-
sentation Systems, Lecture Notes in Artificial Intel-
ligence 422, Heidelberg, Germany: Springer-Verlag,
1990.

NEURON, “Nexpert—Some Advanced Features”,
Palo Alto, CA: Neuron Data, 1986.

Nutter J.T., “Assimilation: A Strategy for Imple-
menting Self-Reorganizing Knowledge Bases”, Proc.
Sixth National Conference on Artificial Intelligence,
pp.449-453, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1987.

O’Rorke P., “Reasons for Beliefs in Understanding:
Applications of Non-Monotonic Dependencies to
Story Processing”, Proc. Third National Conference on
Artificial Intelligence, pp.306-309, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1983.

Ohta Y. and Inoue K., “A Forward-chaining Multi-
ple-context Reasoner and its Application to Logic
Design”, Proc. of the Second IEEE International Con-
ference on Tools for Artificial Intelligence, 1990.

*Padala A., Biswacs G., and Bose P., “Assumption
Based Reasoning Applied to Personal Flight Plan-
ning”, Proc. of The Third Conference on Artificial
Intelligence Applications, pp.266-271, IEEE, 1987.

Park S.S., “Doubting Thomas: Action and Belief
Revision”, Proc. of the 1987 Workshop on the Frame
Problem in Artificial Intelligence, Brown (ed.), pp.175-
191, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1987.

Perlis D., “A Bibliography of Literature on Non-
Monotonic Reasoning”, Proc. 1984 Non-Monotonic
Reasoning Workshop, pp.396-401, Menlo Park, CA:
American Association for Artificial Intelligence,
1984.

Perlis D., “A Bibliography of Literature on Non-
Monotonic Reasoning”, in Readings in Nonmonoton-
ic Reasoning, Ginsberg (ed.), pp.466-477, Los Altos,

McAllester D., “A Three Valued Truth Maintenance
System”, AI Memo 473, Cambridge, MA: Mas-
sachusetts Institute of Technology, AI Lab., 1978.

McAllester D., “An Outlook on Truth Mainte-
nance”, AI Memo 551, Cambridge, MA: Mas-
sachusetts Institute of Technology, AI Lab., 1980.

McAllester D., “Reasoning Utility Package”, AI
Memo 667, Cambridge, MA: Massachusetts Insti-
tute of Technology, AI Lab., 1982.

McAllester D., “A Widely Used Truth Maintenance
System”, unpublished, 1985.

McAllester D., and McDermott D.V., “Truth Mainte-
nance Systems”, Tutorial MP1, AAAI-88, Menlo
Park, CA: American Association for Artificial Intelli-
gence, 1988.

McBride P., “Integrating Truth Maintenance and
Knowledge Based Simulation”, Mountain View, CA:
Intellicorp Inc., 1985.

McCarthy J. and Hayes P., “Some Philosophical
Problems from the Standpoint of Artificial Intelli-
gence”, in Machine Intelligence 4, Meltzer and
Michie (eds.), pp.463-502, Edinburgh, UK: Edin-
burgh University Press, 1969.

McDermott D.V., “Contexts and Data Dependen-
cies: A Synthesis”, IEEE Transactions on Pattern
Analysis and Machine Intelligence 5, No.3, pp.237-
246, 1983a.

McDermott D.V., “Data Dependencies on Inequali-
ties”, Proc. Third National Conference on Artificial
Intelligence, pp.266-269, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1893b.

McDermott D.V., “A General Framework for Reason
Maintenance”, Technical Report YALEU/CSD/RR
691, New Haven, CT: Yale University, 1989.

Mittal S. and Falkenhainer B., “Dynamic Constraint
Satisfaction Problems”, Proc. Eighth National Confer-
ence on Artificial Intelligence, pp.25-32, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1990.

Morizet-Mahoudeaux P., Fontaine D., and Le Beaux
P., “A Looped Inference Engine for Continuous
Evolutionary process Expert System Controlling”,
in Research and Development in Expert Systems III,
Bramer (ed.). pp.152-163, Cambridge, UK: Cam-
bridge University press, 1987.

Morris P.H., “Curing Anomalous Extensions”, Proc.
Sixth National Conference on Artificial Intelligence,
pp.437-442, Los Altos, CA: Morgan Kaufmann Pub-
lishers Inc., 1987a.

Morris P.H., “A Truth Maintenance Based Approach
To The Frame Problem”, Proc. of the 1987 Workshop
on the Frame Problem in Artificial Intelligence, Brown
(ed.), pp.297-307, Los Altos, CA: Morgan Kaufmann
Publishers Inc., 1987b.

Morris P.H., “The Anomalous Extension Problem in
Default Reasoning”, Artificial Intelligence 35, No.3,
pp.383-399, 1988.

Morris P.H., Feldman R., and Filman B., “Use of
Truth Maintenance in Automatic Planning—Final
Report of a Research Project Sponsored by DARP
and NASA”, Mountain View, CA: Intellicorp Inc.,
1990.

Articles

22 AI MAGAZINE



CA: Morgan Kaufmann Publishers Inc., 1987.

Petrie C.J., “Using Explicit Contradictions to Pro-
vide Explanations in a TMS”, MCC Technical
Report AI/TR-0100-05, Austin, TX: Microelectronics
and Computer Technology Corporation, 1985.

Petrie C.J., “Extended Contradiction Resolution”,
MCC Technical Report AI-102-86, Austin, TX:
Microelectronics and Computer Technology Corpo-
ration, 1986a.

Petrie C.J., “A Diffusing Computation for Truth
Maintenance”, MCC Technical Report AI-016-86,
Austin, TX: Microelectronics and Computer Tech-
nology Corporation, 1986b.

Petrie C.J., “New Algorithms for Dependency-
Directed Backtracking”, Technical Report AI TR86-
33, Austin, Texas: Artificial Intelligence Laboratory,
The University of Texas at Austin, 1986c.

Petrie C.J., “Revised dependency-Directed Back-
tracking for Default Reasoning”, Proc. Sixth National
Conference on Artificial Intelligence, pp.167-172, Los
Altos, CA: Morgan Kaufmann Publishers Inc., 1987.

Petrie C.J., Russinoff D., and Steiner D.D., “PRO-
TEUS: A Default reasoning Perspective”, MCC Tech-
nical Report AI-352-86, Austin, TX:
Microelectronics and Computer Technology Corpo-
ration, 1986.

Petrie C.J., Russinoff D., Steiner D.D., and Ballou
N., “PROTEUS 2: System description”, MCC Techni-
cal Report AI-136-87, Austin, TX: Microelectronics
and Computer Technology Corporation, 1987.

*Petrie C.J., Causey R., Steiner D., and Dhar V., “A
Planning Problem: Revisable Academic Course
Scheduling”, MCC Technical Report AI-020-89,
Austin, TX: Microelectronics and Computer Tech-
nology Corporation, 1989.

Pinto-Ferreira C. and Martins J.P., “A Formal System
for Reasoning about Change”, Proc. ECAI-90: Ninth
European Conference on Artificial Intelligence, Aiello
(ed.), pp.503-508, London, UK: Pitman Publishing,
1990.

Pinto-Ferreira C. and Martins J.P., “Change and
Belief Revision”, Current Trends in SNePS—Seman-
tic Network Processing System: Proc. of the Second
Annual Workshop, Kumar (ed.), Lecture Notes in
Artificial Intelligence, Heidelberg, Germany:
Springer-Verlag, 1991.

Popchev I.P., Zlatareva N.P., and Micherva M.S., “A
Logic for Truth Maintenance Reasoning”, Proc. EPIA
89, Fourth Portuguese Conference on Artificial Intelli-
gence, Vol. II, Martins and Morgado (eds.), Lisbon,
Portugal: ADIST, 1989.

Popchev I., Zlatareva N., and Mircheva M., “A
Truth Maintenance Theory, An Alternative
Approach”, Proc. ECAI-90: Ninth European Confer-
ence on Artificial Intelligence, Aiello (ed.), pp.509-
514, London, UK: Pitman Publishing, 1990.

Provan G.M., “Efficiency Analysis of Multiple-Con-
text TMSs in Scene Representation”, Proc. Sixth
National Conference on Artificial Intelligence, pp.173-
177, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1987.

Provan G.M., “Solving Diagnostic Problems Using
Extended Truth Maintenance Systems”, Proc. ECAI-
88: Eighth European Conference on Artificial Intelli-
gence, pp.547-552, London, UK: Pitman Publishing,
1988a.

Provan G.M., “A Complexity Analysis of Assump-
tion-Based Truth Maintenance Systems”, in Reason
Maintenance Systems and Their Applications, Smith
and Kelleher (eds.), pp.98-113, Chichester, UK: Ellis
Horwood Limited, 1988b.

Provan G.M., “Solving Diagnostic Problems Using
Extended Truth Maintenance Systems: Founda-
tions“, Technical Report 88-10, Vancouver, BC:
Department of Computer Science, The University
of Brithish Columbia, 1988c.

Provan G.M., “The Computational Complexity of
Assumption-Based Truth Maintenance Systems”,
Technical Report 88-11, Vancouver, BC: Depart-
ment of Computer Science, The University of
Brithish Columbia, 1988d.

Provan G.M., “Model-based Object Recognition: A
Truth Maintenance Approach”, Proc. of The Fourth
Conference on Artificial Intelligence Applications,
pp.230-235, IEEE, 1988e.

Provan G.M., “An Analysis of TMS-based Tech-
niques for Computing Dempster-Shafer Belief Func-
tions”, Proc. Eleventh International Joint Conference
on Artificial Intelligence, pp.1115-1120, Los Altos,
CA: Morgan Kaufmann Publishers Inc., 1989.

Provan G.M., “An Empirical Analysis of Truth
Maintenance Systems”, unpublished paper, Van-
couver, BC: Department of Computer Science, Uni-
versity of British Columbia, 1990a.

Provan G.M., “The Computational Complexity of
Truth Maintenance Systems”, Proc. ECAI-90: Ninth
European Conference on Artificial Intelligence, Aiello
(ed.), pp.522-527, London, UK: Pitman Publishing,
1990b.

Puppe F., “Belief Revision in Diagnosis”, Proc. of the
Eleventh German Workshop on Artificial Intelligence,
Morik (ed.), pp.175-184, Springer Informatik Fach-
berichte 152, Heidelberg, W. Germany: Springer
Verlag, 1987.

Ramsay A., Formal Methods in Artificial Intelli-
gence, Cambridge, UK: Cambridge University Press,
1988.

Rao A.S. and Foo N.Y., “Formal Theories of Belief
Revision”, Proc. of the First International Conference
on Principles of Knowledge Representation and Reason-
ing, Brachman, Levesque and Reiter (eds.), pp.369-
380, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1989.

Raphael B., “The Frame Problem in Problem Solv-
ing Systems”, in Artificial Intelligence and Heuristic
Programming, Findler and Meltzer (eds.), pp.159-
169, New York, N.Y.: American Elsevier, 1971.

Reichgelt H., “The Place of Defaults in a Reasoning
System”, in Reason Maintenance Systems and Their
Applications, Smith and Kelleher (eds.), pp.35-57,
Chichester, UK: Ellis Horwood Limited, 1988.

Reinfrank M., “Reason Maintenance Systems”,

Articles

SPECIAL ISSUE       23



pp.129-145, Sesimbra, Portugal, 1988a.

Rose D., “Multiple Theories in Scientific Discov-
ery”, Proc. of the Tenth Annual Conference of The Cog-
nitive Science Society, pp.695-701, Hillsdale, N.J.:
Lawrence Erlbaum Associates, Publishers, 1988.

Rose D., “Discovery and Revision via Incremental
Hill Climbing”, Machine Learning, Meta-Reasoning
and Logics, Brazdil and Konolige (eds.), pp.188-206,
Norwell, MA: Kluwer Academic Publishers, 1990.

Rose D. and Langley P., “STAHLp: Belief Revision in
Scientific Discovery”, Proc. Fifth National Conference
on Artificial Intelligence, pp.528-532, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1986a.

*Rose D. and Langley P., “Chemical Discovery as
Belief Revision”, Machine Learning 1, pp.423-451,
1986b.

*Rose D. and Langley P., “Belief Revision as Induc-
tion”, Proc. of the Ninth Annual Conference of The
Cognitive Science Society, Hillsdale, N.J.: Lawrence
Erlbaum Associates, Publishers, 1987.

Russinoff D., “An Algorithm for Truth Mainte-
nance”, MCC Technical Report AI-062-85, Austin,
TX: Microelectronics and Computer Technology
Corporation, 1985.

Sandewall E., “Ambiguity Logic as a Basis for an
Incremental Computer”, Technical Report 9, Upp-
sala Sweden: Department of Computer Sciences,
Uppsala University, 1967.

Schor M., “Declarative Knowledge Programming:
Better than Procedural?”, IEEE Expert 1, No.1,
pp.36-43, 1986.

Shanahan M., “An Incremental Theorem prover”,
Proc. Sixth National Conference on Artificial Intelli-
gence, pp.987-989, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1987.

Shanahan M., “Incrementality and Logic Program-
ming”, in Reason Maintenance Systems and Their
Applications, Smith and Kelleher (eds.), pp.21-34,
Chichester, UK: Ellis Horwood Limited, 1988.

Shanaham M. and Soutwick R., Search, Inference,
and Dependencies in Artificial Intelligence, Chichester,
UK: Ellis Horwood Limited, 1989.

Shimazu H. and Takashima Y., “A Cooperative
Model of Intuition and Reasoning for Natural Lan-
guage processing—Microfeatures and Logic”, Proc.
of the Eleventh Annual Conference of The Cognitive
Science Society, pp.868-875, Hillsdale, N.J.: Lawrence
Erlbaum Associates, Publishers, 1989.

Shrobe E., “Dependency-directed Reasoning in the
Analysis of Programs which Modify Complex Data
Structures”, Proc. Sixth International Joint Conference
on Artificial Intelligence, pp.829-83 5, Los Altos, CA:
Morgan Kaufmann Publishers Inc., 1979.

Smith B.M., “Forward Checking, The ATMS and
Search Reductions”, in Reason Maintenance Systems
and Their Applications, Smith and Kelleher (eds.),
pp.155-168, Chichester, UK: Ellis Horwood Limited,
1988.

Smith B. and Kelleher G.(eds.), Reason Maintenance
Systems and Their Applications, Chichester, UK: Ellis
Horwood Limited, 1988.

Begrundungsverwaltung, Stoyan (ed.), pp.1-26, Infor-
matik Fachberichte 162, Heidelberg, W. Germany:
Springer-Verlag, 1988.

Reinfrank M. and Freitag H., “An Integrated Non-
Monotonic Deduction and Reason Maintenance
System”, Begrundungsverwaltung, Stoyan (ed.),
pp.27-62, Informatik Fachberichte 162, Heidelberg,
W. Germany: Springer-Verlag, 1988.

Reinfrank M., “Logical Foundations of Nonmono-
tonic Truth Maintenance”, Proc. EPIA 89, Fourth
Portuguese Conference on Artificial Intelligence, Mar-
tins and Morgado (eds.), pp.348-361, Lecture Notes
on Artificial Intelligence 390, Heidelberg, W. Ger-
many: Springer Verlag, 1989a.

Reinfrank M., “Fundamentals of Truth mainte-
nance”, in Fundamentals and Logical Foundations of
Truth Maintenance, Linkoping Studies in Science
and Technology. Dissertations. No.221., Linkoping,
Sweden: Department of Computer and Information
Science, Linkoping University, 1989b.

Reinfrank M., “Logical Foundations of Truth main-
tenance”, in Fundamentals and Logical Foundations
of Truth Maintenance, Linkoping Studies in Science
and Technology. Dissertations. No.221., Linkoping,
Sweden: Department of Computer and Information
Science, Linkoping University, 1989c.

Reinfrank M., Beetz M., Freitag H., and Klug M.,
“CAPRI - A Rule-Based Non-monotonic Inference
Engine with an Integrated Reason Maintenance
System”, SEKI Report SR-86-03, Kaiserslautern, W.
Germany: University of Kaiserslautern, 1986.

Reinfrank M. and Dressler O., “On the Relation
between Truth Maintenance and Autoepistemic
Logic”, Siemens Report INF2 ARM-11-88, Munich,
W. Germany: Siemens, 1988.

Reinfrank M., Dressler O., and Brewka G., “On the
Relation between Truth Maintenance and Autoepis-
temic Logic”, Proc. Eleventh International Joint Con-
ference on Artificial Intelligence, pp.1 206-1212, Los
Altos, CA: Morgan Kaufmann Publishers Inc., 1989.

Reinfrank M. and Freitag H., “Rules and Justifica-
tions: A Uniform Approach to Reason Maintenance
and Non-Monotonic Inference”, Proc. of the Interna-
tional Conference on Fifth Generation Computer Sys-
tems, pp. 439-446, Tokyo, Japan: ICOT, 1988.

Reiter R. and de Kleer J., “Foundations of Assump-
tion-Based Truth Maintenance Systems: Preliminary
Report”, Proc. Sixth National Conference on Artificial
Intelligence, pp.183-188, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1987.

Rich C., “The Layered Architecture of a System for
Reasoning about Programs”, Proc. Ninth Internation-
al Joint Conference on Artificial Intelligence, pp.540-
546, Los Altos, CA: Morgan Kaufmann Publishers
Inc., 1985.

Rich E., “Stereotypes and User Modelling”, in User
Models in Dialog Systems, Kobsa and Wahlster (eds.),
pp.34-52, Heidelberg, W.Germany: Springer-Verlag,
1989.

Rose D., “Discovery and Revision via Incremental
Hill Climbing”, Proc. Workshop on Machine Learn-
ing, Meta-Reasoning and Logics, Brazdil (ed.),

Articles

24 AI MAGAZINE



Sridhar V., Murthy M.N., and Krishna M.G., “Belief
Revision—An Axiomatic Approach”, Unpublished,
Bangalore, India: Department of Computer Science
and Automation, Indian Institute of Science, 1989.

*SST, “DUCK: A Versatile Logic Programming Lan-
guage for Building Intelligent Systems”, McLean,
VA: Smart Systems Technology, 1984.

Stallman R. and Sussman G., “Forward Reasoning
and Dependency-Directed Backtracking in a System
for Computer-Aided Circuit Analysis”, Artificial
Intelligence 9, No.2, pp.135-196, 1977.

Steel S., “On Trying to do dependency-Directed
Backtracking by Searching Transformed State
Spaces (and failing)”, Proc. AISB-87, Hallam and
Mellish (eds.), pp.207-221, Chichester, UK: John
Wiley and Sons, 1987.

Steel S. and Leung E., “Planning with Ranges”, Proc.
AISB-89, Cohen (ed.), pp.213-223, London, UK:
Pitman Publishing, 1989.

Steele R.L., Richardson S.A., and Winchell M.A.,
“Design Advisor: A Knowledge-Based Integrated
Circuit Design Critic”, in Innovative Applications of
Artificial Intelligence, Schorr and Rappaport (eds.),
pp.213-224, Menlo Park, CA: AAAI Press, 1989.

Stoyan H. (ed.), Begrundungsverwaltung, Breitrae Zu
einem Workshop uber Reason Maintenance, Infor-
matik-fachberichte 162, Heidelberg, W.Germany:
Springer-Verlag, 1988.

Struss P., “Assumption-Based Reasoning about
Device Models”, TEX-B Memo 26-87, Frankfurt, W.
Germany: Battelle Institut, 1987.

Struss P., “A Framework for Model-Based Diagno-
sis”, Siemens Report INF2 ARM-10-88, Munich, W.
Germany: Siemens, 1988a.

Struss P., “Extensions to ATMS-based Diagnosis”, in
Artificial Intelligence in Engineering: Diagnosis and
Learning, Gero (ed.), pp.3-28, Amsterdam, The
Netherlands: Elsevier, 1988b.

Tayrac P., “Etude de Nouvelles Strategies de Resolu-
tion: Application a L’ATMS”, Ph.D. Thesis,
Toulouse, France: Institut de Recherche en Informa-
tique de Toulouse, Universite Paul Sabatier, 1990a.

Tayrac P., “ARC: An Extended ATMS Based on
Directed CAT-correct Resolution”, Proc. of the 1990
Workshop on Truth Maintenance Systems, Martins and
Reinfrank (eds.), Heidelberg, Germany: Springer-
Verlag, 1990b.

Thompson A., “Network Truth-Maintenance for
Deduction and Modelling”, Proc. Sixth International
Joint Conference on Artificial Intelligence, pp.877-879,
Los Altos, CA: Morgan Kaufmann Publishers Inc.,
1979.

Trum P., “Control Mechanism for the ATMS”, TEX-
B Memo 12-86, Frankfurt, W. Germany: Battelle
Institut, 1986.

Urbanski A., “Formalizing Non-Monotonic Truth
Maintenance Systems”, Artificial Intelligence III:
Methodology, Systems, Applications, O’Shea and
Sgurev (eds.), pp.43-50, Amsterdam, NL: Elsevier
Science Publishers, 1988.

Vilain M.B., “A System for Reasoning about Time”,

Proc. Second National Conference on Artificial
Intelligence, pp.197-201, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1982.

Vilain M.B., “The Restricted Language Architec-
ture of a Hybrid Representation System”, Proc.
Ninth International Joint Conference on Artificial
Intelligence, pp.547-551, Los Altos, CA: Morgan
Kaufmann Publishers Inc., 1985.

Wellman M.P., “Dominance and Subsumption
in Constraint-Posting Planning”, Proc. Tenth
International Joint Conference on Artificial Intelli-
gence, pp.884-890, Los Altos, CA: Morgan Kauf-
mann Publishers Inc., 1987.

Wellman M.P. and Simmons R.G., “Mechanisms
for Reasoning about Sets”, Proc. Seventh Nation-
al Conference on Artificial Intelligence, pp.398-
402, Los Altos, CA: Morgan Kaufmann
Publishers Inc., 1988.

Worden R.P., Foote M.H., Knight J.A., and
Andersen S.K., “Co-operative Expert Systems”,
Proc. ECAI-86: Seventhth European Conference on
Artificial Intelligence, pp.319-334, 1986.

Winograd T., “Extended Inference Modes in
Reasoning by Computer Systems”, Artificial
Intelligence 13, No.1-2, pp.5-26, 1980.

Witteveen C., “Partial Semantics for Truth
Maintenance”, Proc. of the 1990 Workshop on
Truth Maintenance Systems, Martins and Rein-
frank (eds.), Heidelberg, Germany: Springer-
Verlag, 1990a.

Witteveen C., “Fixpoint Semantics of Truth
Maintenance Systems”, unpublished paper,
Delft, The Netherlands: Delft University of
Technology, 1990b.

Zetzsche F., “Non-Monotonic Reasoning with
the ATMS”, Proc. EPIA 89, Fourth Portuguese Con-
ference on Artificial Intelligence, Martins and Mor-
gado (eds.), pp.119-128, Lecture Notes on
Artificial Intelligence 390, Heidelberg, W. Ger-
many: Springer Verlag, 1989. 

About the Author
Joao P. Martins is Associate Professor of Com-
puter Science at the Technical University of
Lisbon. He received his Ph.D. in Artificial Intel-
ligence from the State University of New York
at Buffalo. His interests include belief revision
systems, knowledge representation, and reason-
ing. He is the author of Introduction to Computer
Science published by Wadsworth in 1989.

Articles

SPECIAL ISSUE       25


