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Abstract 
We examined contextual effects on word learning using 
event-related brain potential (ERP) methodology.  Adult 
participants first read known and unknown novel words in 
strongly and weakly constraining sentence contexts. Then, 
to assess acquisition of word meaning, they rated the 
plausibility of probe sentences in which these same words 
served as objects of a transitive verb.   Plausibility effects 
were observed in the N400 component to the verb only 
when the upcoming novel word object had initially 
appeared in a strongly constraining context.  These results 
demonstrate differences in electrical brain activity related 
to rapid, one-shot contextual word learning. 

Keywords: word learning; N400, event-related brain 
potentials; language learning 

Introduction 
Humans have an amazing ability to learn new words 
throughout their lifespan.  While there is an enormous 
body of research on word learning, much of it has focused 
either on the factors involved in early language learning 
in children, or on second language learning in adults. As a 
result, we know surprisingly little about word learning by 
adults in their native language.  In addition, much of what 
is known about the neural and cognitive correlates of 
word learning (in children) comes to us from studies 
involving early object learning in explicit language 
training paradigms.  However, the majority of words that 
we know are not objects and their meanings are not 
learned explicitly.  Instead, most new words are acquired 
incidentally, via surrounding words in sentence contexts 
(Nagy & Herman, 1987; Sternberg, 1987).  The goal of 
the present work is thus to study the cognitive and neural 
underpinnings of incidental word learning by adults in 
their native language. More specifically, in this study we 
explore the role of contextual constraint in word learning 
by measuring how an event-related brain potential (ERP) 
component – the N400, can index knowledge of word 
meaning and usage. 

Background 
Research on the neural mechanisms of word learning has 
recently become a topic of much interest, especially for 

investigators studying word learning in toddlers (i.e., 
Friedrich & Friederici, 2004; Friedrich & Friederici, 2005a; 
Friedrich & Friederici, 2005b; Mills, Coffey-Corina, & 
Neville,1997;  Mills, Plunkett, Part & Schafer, 2005) and in 
adult second language learners (McLaughlin, Osterhout & 
Kim, 2004; Osterhout, McLaughlin, Kim, Greenwald & 
Inoue, 2004; Stein, Dierks, Brandeis, Wirth, Strik, & 
Koenig, 2006; Ojima, Nakata, Kakigi, 2005).  
Developmental research has revealed the emergence of 
adult-like patterns of brain activity during lexical 
processing from 13 to 20 months.  Additionally, research in 
adults finds evidence for rapid neural change due to word 
learning in both L2 and L1.  For example, McLaughlin and 
colleagues (2004) find that a few months of college 
language instruction can yield brain responses to L2 words 
in a lexical decision task that are indistinguishable from 
native speakers of the same language.  This work 
demonstrates that changes in neural activation reflect 
lexical acquisition and that the brain appears to process 
word meanings that are acquired in adulthood and 
childhood similarly -- even though the adults in this study 
did not show native-like behavioral performance.  L1 word 
learning also can result in rapid neural change (Perfetti, 
Wlotko & Hart, 2005; Mestres-Missé, Rodriguez-Fornells 
& Münte, in press).  For example, Mestres-Missé and 
colleagues (in press) found that three presentations of a 
novel word in meaningful sentence contexts can result in 
significant change in neural responses to words.   

These ERP studies of word learning have focused upon 
one particular brainwave component, the N400.  The N400 
is a negative going wave with a centroparietal maximum 
that peaks approximately 400ms after the onset of any 
potentially meaningful stimulus (Kutas & Hillyard, 1980).  
Its amplitude has been found to decrease when a word is 
more expected or when features associated with its meaning 
are more easily integrated within its surrounding context 
(Kutas & Hillyard, 1980; Van Petten & Kutas, 1990; 
Federmeier & Kutas, 1999).  For example, Kutas and 
Hillyard (1980) recorded brainwave responses to sentence 
completions that were either congruent or incongruent with 
the context of the preceding sentence.  In a sentence like:  
“I drink my coffee with cream and sugar” where the 
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sentence ending was congruent given the sentence 
context, the evoked N400 response was much lower than 
to sentences like “I drank my coffee with cream and dog” 
where the sentence completion was not congruent to the 
sentence context.   It has also been found that one of the 
best predictors of N400 amplitude to words in sentential 
context is cloze probability (Kutas & Hillyard, 1984).  
Cloze probability is measured by determining the 
probability that a particular word is given in a context on 
a sentence completion task.  For words with low cloze 
probabilities, the N400 is large, and the N400 decreases 
accordingly as cloze probability increases.  This suggests 
that the N400 is not only enhanced to semantically 
anomalous words, but also is related to a word’s degree of 
expectancy or ease of which its meaning may be 
integrated with the surrounding context.  Additionally, the 
N400 for pronounceable nonwords is larger than that of 
real words (or about the same as for low frequency 
words), but is not present for true nonwords that do not 
have orthographically legal spellings, or are 
unpronounceable (Bentin, 1987; Kutas & Hillyard, 1980).  
Therefore, N400 amplitude is associated with a word’s 
meaningfulness in a given context, ranging from very 
small in amplitude when a word is very easily integrated 
or understood, to very large when the meaning of a word 
is unknown.   

Altogether, these findings suggest that the N400 is 
likely to vary with the degree to which the meaning of a 
newly encountered word is known.  As described above, 
N400 amplitude in second language learners is reduced 
commensurate with experience with the second language 
(McLaughlin, Osterhout & Kim, 2004).  Mestres-Missé 
and colleagues (in press) also reported that the N400 
component amplitude changes as new words are 
incrementally learned over several more progressively 
constrained sentences, but this does not happen when the 
contexts do not make sense of the word.  It is therefore 
likely that changes in contextual constraint may also 
result in N400 changes that are associated with word 
learning.  In our task, we vary the degree to which a 
single, precise meaning of a novel word can be predicted 
from context by varying the cloze probability of the 
context in which novel words appear.  By comparing how 
words are learned in strongly and weakly constrained 
contexts, we can better understand how rapid changes in 
neural activity associated with word learning are related 
to knowledge of word meaning.    

Additionally, unlike previous work, we gauge 
successful word meaning acquisition in a task that does 
not require identification of a word’s precise definition.  
We believe that this more closely mimics natural 
language learning as  it is uncommon to generate an 
explicit definition for a novel word.  Instead, it is more 
likely that in everyday context, subsequent usage and 
comprehension of a novel word rely upon an appreciation 
of its appropriate usage.  Accordingly, in our task, 
participants indicate whether novel words are and are not 

being used appropriately.  As reviewed above, words that 
appear in plausible contexts typically show a reduced N400 
when compared to those that appear in implausible 
contexts. Thus it is possible to gauge how contextual 
constraint influences acquisition of word meaning by 
contrasting responses to subsequent plausible and 
implausible usages of the word. Unlike prior work, in 
which learning was inferred from changes in the response 
to the novel word upon its repetition, we examine the 
consequences of novel (noun) word “learning” on verb 
processing in a sentence plausibility task.  Thus, if the N400 
amplitude to the verb is modulated by the acceptability of 
the upcoming novel word as its object, we can infer that 
some of its meaning was learned on its initial appearance. 
We can further infer whether what is learned is more or less 
precise from an interaction between the plausibility effect 
and contextual constraint.  

Methods 

Participants:   
26 college students (9 M, 17 F) were given credit or paid 
$7/hr for their participation.  Ages ranged between 18-25 
(mean: 19.8).  All participants were right handed, native 
English speakers, and had no significant exposure to 
another language at least before the age of 12.   Participants 
reported no history of mental illness, learning disability, 
language impairment, drug abuse, or neurological trauma.   
All participants had normal hearing and normal (or 
corrected to normal) vision. An additional 11 participated 
but were not analyzed:  4 had excessive blinking or motion 
artifact, 3 because of equipment failure or experimenter 
error, and 4 reported a characteristic which disqualified 
them from analysis (3 had significant second language 
exposure as a child, 1 reported significant illicit drug use.) 

Stimuli: 
Two types of sentences were selected for the study: 1) 
Context sentences, which provide strong and weak 
constraint contexts for real and novel word targets; and 2) 
Test sentences, which were very short sentences, following 
the form “Pronoun – Transitive Verb – Article – Target 
word”.  80 strongly constrained and 80 weakly constrained 
Context sentences were selected from Federmeier and 
Kutas (2005).  Strongly constraining sentence contexts were 
paired with the endings obtaining the highest cloze 
probability, and these same 80 words were then paired with 
the weakly constraining contexts to yield plausible, low 
cloze probability endings.   Each sentence pair was assigned 
one of 80 pronounceable nonwords to serve as an alternate 
ending for each sentence. This arrangement yielded four 
main Context sentence conditions with 40 sentences each: 
1) High constraint sentences with real word endings 
(High/Real), 2) High constraint sentences with novel word 
endings (High/Novel) 3) Low constraint sentences with 
Real word endings (Low/Real) and 4) Low constraint 
sentences with Novel word endings (Low/Novel) Table 1 
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presents illustrative examples of sentence stimuli in each 
condition.  Across all versions of the experiment, 
sentence-final target words in the two constraint 
conditions were counterbalanced, such that the same 
sentence and target ending did not appear twice in any 
version, but all possible combinations of sentence / target 
word pairs appeared in all versions.   The purpose of this 
was to ensure that any differences in performance due to 
the properties of the words were balanced out across 
conditions. 
 

Table 1.  Sentence examples in each condition 
 

   
In addition to each context sentence, four additional 

Test sentences were created for each high/low constraint 
sentence pair for use in a plausibility judgment task.  Two 
of these sentences presented an implausible usage of the 
target word, and two were plausible.  Plausibility of the 
Test sentence contexts was confirmed in a separate 
norming study, where participants rated each sentence and 
target word combination for plausibility.   All four 
sentences were used in each version, but not repeated, and 
they were counterbalanced across all versions of the 
study.  Table 1 shows examples of Test sentence contexts 
used for plausibility ratings. 

Procedure: 
Participants were tested in a single experimental session 
conducted in a soundproof, electrically-shielded chamber 
and were seated in a comfortable chair in front of a 
monitor.  Participants were instructed to read the context 
sentences for comprehension and to do their best to try to 
comprehend the sentence even when “nonsense” words 
appeared on the screen.  For the plausibility task, they 
were instructed to decide if each real and novel word was 
being used appropriately based upon how they had seen it 
used previously.  Participants were not instructed to 
generate an explicit meaning for novel words, and the 
pace of the task required decisions to be made quickly so 
as to minimize explicit naming strategies.   

The presentation of each sentence was preceded by a 
series of crosses (500 ms duration with a stimulus-onset-
asynchrony varying randomly between 300 and 800 ms) to 
orient the participant toward the center of the screen.  
Sentences were then presented one word at a time, each for 
a duration of 200 milliseconds with a stimulus-onset-
asynchrony of 500 milliseconds.  Participants were asked to 
minimize blinking and movement as much as possible 
during sentence presentation.  The final, target word 
appeared on the screen for 1400 ms, and was immediately 
followed by RSVP presentation of each plausibility 
sentence.  Each plausibility sentence was preceded by a 
series of question marks (400ms duration with a stimulus-
onset asynchrony varying randomly between 100 and 
300ms) to prepare the participant to make a plausibility 
decision at the end of the sentence.  Plausibility sentences 
were presented with identical timing as context sentences, 
with target words remaining on the screen for 1400ms. 
Participants were asked to make their decision as soon as 
possible after the appearance of each final target word in 
the plausibility sentence.   There was short break after every 
40 sentences, about every 10 minutes.  At the conclusion of 
the recording session, participants were compensated and 
debriefed. 

Recording 
Scalp potentials were continuously recorded from 26 
geodesically arranged sites using an ElectroCap with tin 
electrodes.  A left mastoid reference was used.  Potentials 
were digitized at a sampling rate of 250 Hz and hardware 
bandpass filter of 0.1-100Hz with Grass Amplifiers.  
Impedances were kept below 5 kΩ.  The ERPs were 
stimulus-locked averages consisting of a 100-ms baseline 
and a 920 post-stimulus interval.   

Data Analysis: 
Data were re-referenced offline to a average mastoid  
reference. Trials contaminated by eye movements, blinks, 
excessive muscle activity, or amplifier blocking were 
rejected off-line before averaging. ERPs were computed for 
epochs extending from 100 milliseconds before stimulus 
onset to 920 milliseconds after stimulus onset.  Averages of 
artifact-free ERP trials were calculated for target words in 
the four sentence-final conditions (High/Real, High/Novel, 
Low/Real, Low/Novel) as well as to verbs in all four 
plausibility conditions (Plaus/Real, Plaus/Novel, 
Implaus/Real, Implaus/Novel) after subtraction of the 100 
millisecond pre-stimulus baseline.   

Results  

Behavior 
Accuracy: Tables 2 shows the accuracy results for the 
plausibility judgment task.   As seen in this table, accuracy 
ranged between 69% and 90% depending on condition.  A 
(2 x 2 x 2) ANOVA was carried out, with factors of 

Context Sentences 
High/Real: I just installed a new word processing 

program on my COMPUTER  
High/Novel: I just installed a new word processing 

program on my PRESE. 
Low/Real: His seat in the small classroom was next 

to the COMPUTER. 
Low/Novel: His seat in the small classroom was next 

to the PRESE. 
Test Sentences 

Plausible: 
(Real/Novel) 

He moved the COMPUTER / PRESE. 
She saw the COMPUTER / PRESE. 

Implausible: 
(Real/Novel) 

He sipped the COMPUTER / PRESE. 
She greeted the COMPUTER / PRESE. 
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Constraint (Low and High), Word Type (Real and Novel) 
and Plausibility (Plausible and Implausible).   This 
analysis revealed main effects of Constraint 
[F(1,200)=25.4, p<0.0001] and Word Type 
[F(1,200)=45.6, p<0.0001], but not Plausibility 
[F(1,200)=1.79, p=.18].  There was also a Constraint x 
Type interaction [F(1,200)=5.76, p=0.0173] and Type x 
Plausibility interaction [F(1,200)=15.82, p<0.0001].  
Post-hoc Tukey pairwise analyses revealed that responses 
to High and Low constraint Real words did not differ 
from each other, but that Novel/Low words were less 
accurate than all other conditions, and Novel/High words 
differed from all other conditions except Real/Low.  
Additional Tukey analyses revealed no differences in 
accuracy between Novel words in both plausibility 
conditions, and Real/Implausible words, but all other 
combinations were different from each other.  These 
analyses were identical when conducted on arcsin 
transformed percentages, suggesting these effects were 
not driven by Real word accuracies being at ceiling.  
 

Table 2.  Accuracy of responses to plausibility task  
 

Condition % Accuracy (SD) 
High/Real  

Plausible 90 (2.84) 
Implausible 88 (3.20) 
Overall 89 (3.02) 

High/Novel  
Plausible 80 (4.09) 
Implausible 84 (3.84) 
Overall 82 (4.02) 

Low/Real  
Plausible 89 (2.61) 
Implausible 81 (3.52) 
Overall 85 (3.55) 

Low/Novel  
Plausible 69 (3.12) 
Implausible 75 (4.54) 
Overall 72 (4.07) 

 
 
Reaction Time: Response times (shown in Table 3) 
varied between 603 and 794 ms, depending on condition.  
A (2 x 2 x 2 x 2) ANOVA was carried out with factors of 
Constraint (High and Low), WordType (Real and Novel), 
Plausibility (Plausible and Implausible) and Accuracy 
(Correct and Incorrect). However, this ANOVA analysis 
revealed only a main effect of Accuracy [F(1,385)=31.85, 
p< 0.0001], with Incorrect responses being slower than 
Correct ones.  No other main effects or interactions were 
observed. 

Event-related potentials 
Context Sentence Endings:  Brain potentials to the 
terminal words of the context sentences are shown in 
Figure 1.  As seen from this figure, ERP responses to Real 

words show a difference peaking around 400 ms (N400) 
and largest at centro-parietal sites, while responses to Novel 
words do not show a constraint difference in this time 
region.   Additionally, in both Real and Novel target 
conditions, an extended positivity (LPC) is observed for 
High constraint items ranging from Central to Posterior 
sites. 
 

Table 3.  Plausibility decision times (in milliseconds) 
 

Condition Correct (SD) Incorrect (SD) 
High/Real   

Plausible 630 (141.15) 753 (225.46) 
Implausible 692 (130.58) 784 (210.6) 

High/Novel   
Plausible 637 (155.77) 794 (196.34) 
Implausible 667 (108.48) 780 (268.89) 

Low/Real   
Plausible 603 (171.32) 769 (249.6) 
Implausible 673 (151.31) 725 (160.22) 

Low/Novel   
Plausible 657 (139.66) 714 (177.35) 
Implausible 701 (103.28) 739 (185.66) 

  
 
N400 amplitude was measured in a time period ranging 

from 300 to 500 ms at four central electrode sites where 
N400 effects are typically largest (RMCe, LMCe, MiCe, 
MiPa).  A (2 x 2) repeated measures ANOVA was carried 
out on these measurements with factors of Word Type 
(Real/Novel) and Constraint (High and Low). This analysis 
revealed main effects of Constraint [F(1,25)=24.92 
p<0.0001], Type [F(1,25)=22.44, p<0.0001], as well as a 
Constraint x Type interaction [F(1,25)=23.45, p<0.0001].   
Follow-up posthoc Tukey tests revealed that these effects 
were driven by Real/High target endings being significantly 
more positive than every other condition, with no other 
condition differing from any other.   

Since an extend LPC positivity was observed for words 
of high constraint, a repeated measures (2x2) ANOVA was 
conducted with factors of Word Type (Real and Novel) and 
Constraint (High and Low) in a time period ranging from 
500 to 700 ms at identical electrode sites previously used 
for N400 analysis (RMCe, LMCe, MiCe and MiPa).   This 
revealed main effects of Constraint [F(1,25)=8.71 
p=0.0068], with High constraint target words showing 
greater positivity in this time-window,  and a main effect of 
Type [F(1,25)=14.34  p=0.0009], with Real words showing 
greater overall positivity in this period.  An Constraint x 
Type interaction was also found [F(1,25)=14.18, p=0.0009].  
Posthoc Tukey tests revealed that this Real/Low targets 
were significantly more positive than any other condition in 
this time window, but no other differences were observed. 

Plausibility effects:  Difference ERPs to verbs in 
Plausible and Implausible Test sentences are shown in 
Figure 2.  ERPs to verbs were analyzed since it is at this 
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point in the sentence where all the information needed for 
a plausibility judgment first becomes available.   
Additionally, analysis at the verb avoids confounds due to 
reduction in N400 amplitude associated with repetition of 
the target word.   As can be seen from this figure, 
difference waves to real words peak between 400 and 500 
ms (N400) at central and parietal sites.  This effect is also 
seen in the Novel/High condition, but is not as large for 
the Novel/Low condition.   

N400 amplitude differences in plausibility were 
measured in a time period ranging between 300 and 
500ms across four centrally located electrodes (RMCE, 
LMCE, MiCe, MiPa).  A (2 x 2) repeated measures 
ANOVA was carried out on these measurements with 
factors of Word Type (Real and Novel) and Constraint 
(High and Low). This analysis revealed no main effect of 
Constraint [F(1,25)=2.74, p=0.10], or Type (F<1).  
However, there was a Constraint x Type interaction 
[F(1,25)=5.12, p=0.033].  Pairwise post-hoc Tukey 
analyses revealed that difference waves were larger in 
Novel/High than Novel/Low conditions, but no other 
conditions differ from each other at alpha threshold of 
0.05.      

 
Figure 1.  ERPs to Real and Novel target words in context 
sentences at midline electrode sites 

Discussion 
In this study, we explored how novel word meanings can be 
acquired from sentential contexts that are strongly or 
weakly constraining.  Knowledge of word meaning was 
probed by plausibility judgment, rather than in a task that 
encourages explicit naming of the novel word or 
definitional strategies.  The aim was to create a task in 
which novel words are learned implicitly through 
contextual use, as in natural language.   
 

 

 
Figure 2.  Plausibility effect for Verbs preceding Real and 
Novel targets.  Event-related potentials at right-medial 
central electrode (RMCe) are plotted in left column for 
plausible and implausible verbs in each condition.  On the 
right, spline-interpolated isovoltage topographic maps plot 
the plausibility effect (Implausible-Plausible) from 300-
500ms in each condition.  
 
 

In our task, the initial presentation of novel words in the 
context of weakly and strongly constraining contexts, 
unlike real words, did not yield constraint related 
differences in N400 amplitude to the novel words per se.  
The consequences of this single exposure, however, were 
clearly evident in the N400 plausibility effect to the main 
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verb in the probe sentence that immediately followed. 
N400 amplitudes to probe verbs were significantly 
smaller if they could plausibly take the novel word as an 
object than if they could not, but only if the novel word 
had appeared in a highly constraining context. Although 
the plausibility judgment was not required or given until 
after the probe sentence, the N400 modulation to the verb 
shows that it was “computed” as soon as it could be – at 
the verb, and before the novel word’s second appearance. 
Clearly, the representation of a novel word was shaped by 
the initial context in which it occurred so as to influence 
how it is subsequently understood. This is the first time 
that changes in brain activity consequent to novel word 
learning have been observed over such a short duration.      

In sum, this study demonstrates differences in neural  
activity and behavior due to rapid, single-shot, word 
learning.    We find that the context in which a novel word 
appears matters – and that stronger constraints during 
learning enhance an individual’s ability to judge a word’s 
appropriate usage in subsequent contexts.  
 

Acknowledgments 
This work was supported by RO1 AG08313-

O1A1 and R01 NICHD22614 to MK and R01 MH60517-
04 to JE and a NIH predoctoral training grant to AB. 

 

References 
Bentin, S. (1987). Event-related potentials, semantic 

processes, and expectancy factors in word recognition. 
Brain and Language, 31(2), 308-27. 

Bentin, S., Kutas, M., & Hillyard, S. A. (1993).  
Electrophysiological evidence for task effect on 
semantic priming in auditory word processing. 
Psychophysiology, 30, 161-169. 

Federmeier, K. & Kutas, M. (1999).  A rose by any other 
name: Long-term memory structure and sentence 
processing. Journal of Memory and Language, 41, 469-
495. 

Federmeier, K. & Kutas, M. (2005).  Aging in context: 
age-related changes in context use during language 
comprehension. Psychophysiology,42(2), 133-41. 

Friedrich, M., & Friederici, A. D. (2004).  N400-like 
semantic incongruity effect in 19-month olds: 
Processing known and unknown words in picture 
contexts.  Journal of Cognitive Neuroscience, 16(8), 
1465-1477. 

Friedrich, M., & Friederici, A. D. (2005a). Lexical 
priming and semantic integration reflected in the event-
related potential of 14-month-olds.  NeuroReport, 
16(6), 653-656. 

Friedrich, M., & Friederici, A. D. (2005b).  Semantic 
sentence processing reflected in the event-related 
potentials of one and two year old children. NeuroReport, 
16(16),  1801-1804. 

Kutas, M., & Hillyard, S. A. (1980). Reading senseless 
sentences: Brain potentials reflect semantic incongruity, 
Science, 207, 203-205. 

Kutas, M., & Hillyard, S. A. (1984). Brain potentials during 
reading reflect expectancy and semantic association.  
Nature, 307, 161-163. 

McLaughlin, J., Osterhout, L., & Kim, A.  (2004).  Neural 
correlates of second-language word learning: Minimal 
instruction produces rapid change. Nature Neuroscience, 
7, 703-704. 

Mestres-Missé, A., Rodriguez-Fornells, A & Munte, T. F 
(in press). Watching the brain during meaning 
acquisition. Cerebral Cortex. 

Mills, D. L., Coffey-Corina, S. A. & Neville, H. J. (1997). 
Language comprehension and cerebral specialization 
from 13-20 months.  In D. Thal & J. Reilly (Eds.) 
Developmental Neuropsychology, 13, 397-446 

Mills, D. L., Plunkett, K., Prat, C., & Schafer, G. (2005). 
Watching the infant brain learn words: Effects of 
vocabulary size and experience. Cognitive Development, 
20, 19-31. 

Nagy, W. E., & Herman, P. A. (1987). Breadth and depth of 
vocabulary knowledge: Implications for acquisition and 
instruction.  In M. G. McKeown & M. E. Curtis (Eds.) 
The Nature of Vocabulary Acquisition.  (pp. 19-35).  
Hillsdale, New Jersey: Lawrence Erlbaum Associates. 

Ojima, S., Nakata, H., Kakigi, R. (2005).  An ERP study of 
second language learning after childhood: effects of 
proficiency. Journal of Cognitive Neuroscience, 17(8), 
1212-28. 

Osterhout, L., McLaughlin, J., Kim, A., Greenwald, R., & 
Inoue, K. (2004). Sentences in the brain: Event-related 
potentials as real-time reflections of sentence 
comprehension and language learning. In M. Carreiras & 
C. Clifton, Jr. (eds.), The on-line study of sentence 
comprehension: Eyetracking, ERP, and beyond. 
Psychology Press. 

Sternberg, R. J. (1987).  Most vocabulary is learned from 
context.  In M. G. McKeown &  M. E. Curtis (Eds.) The 
Nature of Vocabulary Acquisition. (pp. 89-106).  
Hillsdale, New Jersey:  Lawrence Erlbaum Associates. 

Stein M., Dierks T.,  Brandeis D., Wirth M., Strik, W.,  & 
Koenig T. (2006) Plasticity in the adult language system: 
a longitudinal electrophysiological study on second 
language learning. Neuroimage, 33(2), 774-83. 

Van Petten, C., & Kutas, M. (1990). Interactions between 
sentence context and word frequency in event-related brain 
potentials. Memory & Cognition, 18, 380-393. 

 

124



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Academy
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Alba
    /AlbaMatter
    /AlbaSuper
    /Algerian
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BabyKruffy
    /BaskOldFace
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chick
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Croobie
    /CurlzMT
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Fat
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Freshbot
    /Frosty
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GlooGun
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /Jenkinsv20
    /Jenkinsv20Thik
    /Jokerman-Regular
    /Jokewood
    /JuiceITC-Regular
    /Karat
    /Kartika
    /KristenITC-Regular
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /MaturaMTScriptCapitals
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MSOutlook
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /Playbill
    /Poornut
    /PoorRichard-Regular
    /Porkys
    /PorkysHeavy
    /Pristina-Regular
    /PussycatSassy
    /PussycatSnickers
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /ScriptMTBold
    /ShowcardGothic-Reg
    /Shruti
    /SnapITC-Regular
    /Square721BT-Roman
    /Stencil
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /WeltronUrban
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2001
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


