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## Architecture continually changing




The End of the Uniprocessor Era

## Single biggest change in the history of computing systems



## Crossroads: Conventional Wisdom in Comp. Arch

- Old Conventional Wisdom: Power is free, Transistors expensive
- New Conventional Wisdom: "Power wall" Power expensive, Xtors free (Can put more on chip than can afford to turn on)
- Old CW: Sufficiently increasing Instruction Level Parallelism via compilers, innovation (Out-of-order, speculation, VLIW, ...)
- New CW: "ILP wall" law of diminishing returns on more HW for ILP
- Old CW: Multiplies are slow, Memory access is fast
- New CW: "Memory wall" Memory slow, multiplies fast
(200 clock cycles to DRAM memory, 4 clocks for multiply)
- Old CW: Uniprocessor performance 2X / 1.5 yrs
- New CW: Power Wall + ILP Wall + Memory Wall = Brick Wall
- Uniprocessor performance now $2 \mathrm{X} / 5$ (?) yrs
$\Rightarrow$ Sea change in chip design: multiple "cores"
(2X processors per chip / 2 years)
» More simpler processors are more power efficient
CSE 490/590, Spring 2011


## Problems with Sea Change

- Algorithms, Programming Languages, Compilers, Operating Systems, Architectures, Libraries, ... not ready to supply Thread Level Parallelism or Data Level Parallelism for 1000 CPUs / chip,
- Architectures not ready for 1000 CPUs / chip
- Unlike Instruction Level Parallelism, cannot be solved by just by computer architects and compiler writers alone, but also cannot be solved without participation of computer architects
- This $4^{\text {th }}$ Edition of textbook Computer Architecture: A Quantitative Approach explores shift from Instruction Level Parallelism to Thread Level Parallelism / Data Level Parallelism
multiprocessors (AMD, Intel, IBM, Sun; all new Apple $\Rightarrow$ Procrastination penalized: 2 X sequential perf. / 5 yrs $\Rightarrow$ Biggest programming challenge: 1 to 2 CPUs


## Déjà vu all over again?

- Multiprocessors imminent in 1970s, '80s, ‘90s, ..
- "... today's processors ... are nearing an impasse as technologies approach the speed of light.."

David Mitchell, The Transputer: The Time Is Now (1989)

- Transputer was premature
$\Rightarrow$ Custom multiprocessors strove to lead uniprocessors
$\Rightarrow$ Procrastination rewarded: 2X seq. perf. / 1.5 years
- "We are dedicating all of our future product development to multicore designs. ... This is a sea change in computing"

Paul Otellini, President, Intel (2004)



## CSE 490/590 Structure and Syllabus

## (Tentative) Five modules

1. Simple machine design (ISAs, microprogramming, unpipelined machines, Iron Law, simple pipelines)
2. Memory hierarchy (DRAM, caches, optimizations) plus virtual memory systems, exceptions, interrupts
3. Complex pipelining (score-boarding, out-of-order issue)
4. Explicitly parallel processors (vector machines, VLIW machines, multithreaded machines)
5. Multiprocessor architectures (cache coherence, memory models, synchronization)

## CSE 490/590 Course Components

- 2 Quizzes (20\%)
- 2 Exams
- In-class, closed-book, no calculators or computers.
- Based on lectures and problem sets
- Midterm 20\%
- Final 25\%
- $35 \%$ Projects
- One project to get you familiarized with the BASYS2 board (5\%)
- Another more substantial project you can choose from a list (30\%)
- The list will be up before the project 1 deadline.


## Recitations \& HW Assignments

- It is very, very important to attend the recitations.
-Why?
- For the first 5 weeks, we will cover Verilog and how to use BASYS2 board
- This is different from previous offerings
- To counter the load, I will slow down in the beginning.
- Projects are a big part of this course.
- There will be homework assignments, but we will not grade them.
- The main purpose is to help you understand the materials.


## Late Submission \& Regrading

- Late submission
- Submissions are always due in the beginning of the class.
- Late submissions will result in $20 \%$ penalty a day.
- After 5 days, it'll be 0\%.
- Regrading
- Regrade requests are due no later than 1 week
- Regrade requests must be clearly written and attached to the assignment.
- When submitted, everything will be regraded, not just the one you have a question on. This may result in a lower grade
- Work done in pencil will not be considered
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