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ABSTRACT
Parkinson’s disease (PD) is a chronic neurodegenerative dis-
order resulting from the progressive loss of dopaminergic
nerve cells. People with PD usually demonstrate deficits in
performing basic daily activities, and the relevant annual
social cost can reach about $25 billion in the United States.
Early detection of PD plays an important role in symptom
relief and improvement in performance of activities in daily
life (ADL), which eventually reduces societal and economic
burden. However, conventional PD detection methods are in-
convenient in daily life (e.g., requiring users to wear sensors).
To overcome this challenge, we propose and identify the non-
speech body sounds as the new PD biomarker, and utilize the
data in smartphone usage to realize the passive PD detection
in daily life without interrupting the user. Specifically, we
present PDVocal, an end-to-end smartphone-based privacy-
preserving system towards early PD detection. PDVocal can
passively recognize the PD digital biomarkers in the voice
data during daily phone conversation. At the user end, PDVo-
cal filters the audio stream and only extracts the non-speech
body sounds (e.g., breathing, clearing throat and swallowing)
which contain no privacy-sensitive content. At the cloud end,
PDVocal analyzes the body sounds of interest and assesses
the health condition using a customized residual network.
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For the sake of reliability in real-world PD detection, we in-
vestigate the method of the performance optimizer including
an opportunistic learning knob and a long-term tracking pro-
tocol. We evaluate our proposed PDVocal on a collected data-
set from 890 participants and real-life conversations from
publicly available data sources. Results indicate that non-
speech body sounds are a promising digital biomarker for
privacy-preserving PD detection in daily life.

CCS CONCEPTS
• Human-centered computing → Ubiquitous and mobile
computing.

KEYWORDS
Mobile Health, Parkinson’s Disease, Acoustic Sensing.

ACM Reference Format:
Hanbin Zhang, Chen Song, Aosen Wang, Chenhan Xu, Dongmei
Li, and Wenyao Xu. 2019. PDVocal: Towards Privacy-preserving
Parkinson’s Disease Detection using Non-speech Body Sounds. In
The 25th Annual International Conference on Mobile Computing and
Networking (MobiCom ’19), October 21–25, 2019, Los Cabos, Mexico.
ACM,NewYork, NY, USA, 16 pages. https://doi.org/10.1145/3300061.
3300125

1 INTRODUCTION
Parkinson’s disease (PD), as the second most prevalent neu-
rodegenerative disorder in the world [1], broadly affects 1%
of the elderly after 60 and 3% of the elderly after 80 in the
U.S. [2]. Early diagnosis and treatment of PD can effectively
slow or halt disease progression [3] and extend lifespans (20
or more years) [4]. However, individuals are rarely aware of
the early signs of PD in daily life because the initial stage of
PD only presents mild or unnoticeable non-motor symptoms
(e.g.,mood disorders, sleep disorders and voice disorders) [5].
Consequently, they usually miss early treatment and do not
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Figure 1: PDVocal extracts non-speech body sounds
from a user’s phone usage (e.g., calling, voice message,
voice mailbox and voice chatting) in daily life to per-
form the pervasive PD risk estimation.

seek clinical diagnosis until the mid-stage, by which around
70% [6] of all dopamine neurons may have been permanently
impaired. One typical example is the U.S. boxer, Muhammad
Ali, who did not receive any treatment until the disease was
mid-stage, 4 years after PD onset, which worsened disability
complications [7]. This highlights the importance of early
detection for which PDVocal can improve.
Although the accurate detection of PD has been inten-

sively investigated in clinical medicine and has a rich set
of proven approaches (e.g., blood test [8] and neuroimaging
abnormalities [9]), the facilities of clinical diagnosis are ex-
pensive and not conveniently accessible in either daily life or
primary care places. To address this limitation, researchers
have explored a set of technologies for PD detection using
cost-effective sensors for daily-life applications. For example,
Arora et al. [10] propose a wearable accelerometer-based
system to extract free balance abnormalities in the time-
up-and-go test to identify PD. Several researchers [11, 12]
propose using a voice-based system for PD detection. The
voice is recorded in a laboratorial environment. To extract
the values of fundamental frequency, the subjects are asked
to produce vowel [a] at usual intensity for an average period
of 10 seconds. Although these techniques are promising to
bring an affordable solution to early detection of PD, they
require users at risk to be cooperative to perform these tests
in their daily routines, and reports from several recent stud-
ies [13] show low user adherence in practice. Therefore, the
aforementioned methods for PD detection are not practical
in daily life. Afterward, considering vocal impairment has
been proved as one of the earliest non-motor indicators of
PD, a preliminary study, led by Little et al. [14], discover
that it is possible to extract early signs of PD from voice
through phone conversations in daily life. However, their
approach can only provide an accuracy of 64%, and such a tel-
monitoring approach impairs user privacy. Thereby, positive
feedback in user adherence [13] encourages us to explore a

vocal-based PD detection systemmore suited for daily-life us-
age. Specifically, three key challenges remain as follows: (1)
Passive Sensing: Continuous monitoring using mobile de-
vices removes the daily burden of repeated vocal tasks with
current detection systems. (2) Privacy-preserving: With
voice monitoring, we can filter privacy-sensitive content
(e.g., personal subjects and information) to enhance privacy
and ensure a more trust-worthy method. (3) Reliable Detec-
tion: Considering the daily-life environment, we need a PD
detector that is resilient to use conditions and background
noise to achieve reliable PD detection.
To satisfy these challenges, we propose PDVocal (Fig. 1).

PDVocal extracts passive non-speech body sounds from a
user’s phone usage (e.g., calling, voice message, voice mail-
box and voice chatting) in daily life to perform the pervasive
PD risk estimation. As described in Section 2, voice has a
strong relationship with PD because its generation relies on
the cooperation of physical vocal organs. When PD affects
these physical vocal organs, the voice alters and we can esti-
mate if a person is PD onset or not by measuring this minor
variation. The non-speech body sounds form in the same
way. Therefore, non-speech body sounds can also reflect the
conditions of these vocal organs. Most of the existing works,
however, focus on studying either sustained vowels or free
speech for PD detection, and these existing features are not
directly applicable to non-speech body sounds, which are
usually soft, short and break. To address this problem, we
design and implement ParkinsonNet, a customized residual
Convolutional Neural Network (CNN) to automatically select
features and perform a PD risk estimation. We also imple-
ment a performance optimizer including an opportunistic
learning knob and a long-term tracking protocol to improve
the performance of PD detection in daily-life usage.
We evaluate PDVocal on a collected smartphone dataset

containing 13941 samples (7039 samples from healthy peo-
ple and 6902 samples from PD patients) contributed by 890
subjects. Our experiments show the performance of PDVocal
is on par with the state-of-the-art voice-based PD detection
approach, which requires subjects to perform tests proac-
tively. Results show that we achieve an average accuracy of
83.3%with the non-speech body sounds which is comparable
with the accuracy using state-of-the-art methods (e.g., 85.8%
with speech data). We also evaluate the PDVocal on publicly
available social media data. We extract and label 167 samples
of non-speech body sounds from 32-minute-long YouTube
videos, and we achieve an average accuracy of 74.7% in PD
detection. Our results prove that PDVocal is a promising and
feasible system to empower the privacy-preserving and high
user adherence to PD detection in daily life.
The contribution of our research can be summarized as

three-fold:



• To our best knowledge, our work is the first to iden-
tify non-speech body sounds as effective indicators
of early PD signs. We carry out an in-depth analysis
of the interrelation between PD and non-speech body
sounds.

• We design a privacy-preserving and passive-sensing
system to enable monitoring and estimating the risk
of PD in daily life. The foundation of the system rests
on the progressive nature of PD and our proposed
privacy-isolation technology. Moreover, we implement
a dynamic opportunistic learning knob, a PD detector,
and a performance optimizer accordingly to enhance
the prediction.

• We evaluate our proposed system on the collected data-
set and real-life conversations from publicly available
audio sources, such as YouTube. Our results reveal
subtle non-speech body sounds collected in an un-
controlled environment can achieve almost the same
performance as the professional vocal test in the PD
detection. This discovery paves the way for a new ap-
proach to PD detection in daily life and other related
healthcare areas.

2 BACKGROUND
In this section, we introduce the background on early biomark-
ers of PD and the impact of PD on vocal organs.
Early biomarkers of PD.Motor symptoms, such as tremor
and balance loss, do help detect PD patients from healthy
subjects. However, clinical results reveal that those motor
symptoms can emerge later at which point about 70% neu-
rons have been permanently impaired [6]. Other researchers
observe that some non-motor symptoms can emerge earlier
than the motor symptoms. We obtain this conclusion based
on the observation of nervous system disorders. Compared
with disorders of the central nervous system (CNS) which
affect motor symptoms, disorders of the peripheral nervous
system (PNS) can emerge earlier causing many of the non-
motor symptoms to develop in the early stages [15]. As a
representative example, vocal impairment caused by dys-
functions of vocal organs (e.g., lungs and larynx) can reveal
early signs of PD better in contrast to other symptoms caused
by motor disorders, and therefore, has become a focus area
attracting more recent attention [16–19].
Impact of PD on voice.We describe the process of how PD
progressively affects the voice in Fig. 2. To begin with, the
death of cells happens in the substantia nigra area. It destroys
the dopamine pathway and results in insufficient dopamine
in these areas. Then, insufficient dopamine induces disorder
of the vocal organs (e.g., lung, vocal fold, oral cavity, and
nasal cavity). Finally, the disorder of the vocal organs will
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Figure 2: Onset and progressive voice alters due to PD
onset and progression. The diminished substantia ni-
gra can progressively influence the vocal organ and fi-
nally change the voice.

cause a series of symptoms, such as upper airway obstruction,
difficulty in speaking, difficulty in swallowing, excessive
salivation, and soft voice.
Conventional tests for PD detection. Since voice alter-
ation is difficult to identify by human experience, researchers
have proposed 4 types of tests [20] to understand how voice
changes. (1) Sustained vowels: participants are asked to
phonate a vowel for several seconds; (2) Diadochokinesia
task: participants are required to phonate the occlusive conso-
nants like /pa/-/ta/-/ka/ repeatedly; (3) Reading: participants
need to read a specific article; (4) Free speech: participants
are asked to talk with another. After collecting data from
these tests, researchers then estimate the severity of the PD
by analyzing the specific features extracted from the audio
data.

Although these tests can help PD detection, they show lim-
itations in daily life. First, these existing methods rely on the
users to be cooperative thus impair user adherence. Second,
these approaches are limited by environmental conditions
and equipment, which are not accessible in daily life. Third,
a method that analyzes free speech can even impair user



privacy. These drawbacks encourage us to design a PD de-
tection system that facilitates privacy-persevering and high
user adherence.

3 DESIGN CONSIDERATIONS
In this section, we propose our design goals, and we investi-
gate the rationale of employing non-speech body sounds on
PD detection.

3.1 Design Goals
We have taken into account the following aspects to facilitate
early detection of PD in daily life.
(1) Passive sensing: PD is a progressive disease, and its
symptoms grow gradually. To capture the minor variations
in the early stages, it is non-trivial to develop a long-term
monitoring system for PD detection without impairing user
adherence.
(2) Privacy-preserving: Privacy-preserving is another es-
sential factor for any long-term monitoring system as no
user is willing to expose his or her daily activities. By guar-
anteeing user privacy, we can achieve user adherence and
compliance when performing passive daily monitoring.
(3) Reliable detection:Most existing approaches rely on an
experimental environment where the environmental noise is
strictly controlled. However, these conditions are no longer
consistent at either home or work. In our case, an available
approach should be resilient to background noise and user
conditions, irrespective of the surrounding environmental
conditions.

3.2 A New Digital Biomaker of PD
We explore the solution of PD detection which satisfies the
design goals we have mentioned.
Non-speech body sounds. We reasonably infer that non-
speech body sounds can reflect PD symptoms. Phonation is
a very complicated procedure requiring the coordination of
these vocal organs. The lung controls the movement of the
air flow, and the friction between vocal organs and the air
flow generates the voice. When affected by PD, hypokinesia
appearing in the lung, larynx and related vocal organs (e.g.,
lip and tongue) influences such coordination thus altering the
voice. The non-speech body sounds are generated similarly.
They are generated by the friction caused by the air flow
from the lungs through vocal organs to the mouth and nasal
cavity [21]. Therefore, these non-speech body sounds are
also highly indicative of the conditions of our lungs [22] and
are indicators of PD. This relationship encourages us to start
our exploration.

Table 1: A comparison of different approaches for PD
detection.

Sensor Sensing Is Early Is Privacy User
Type Modality BiomarkerPreservingAdherence

Acce.&Gyro. Gait Low
Webcam Gait High

Mic.
Free Speech Low

Sustain Vowels Low
Body Sounds High

= Yes = No

Advantage and significance. We compare our approach
with the existing ones in Table 1. Although accelerome-
ter [23] and webcam [24] can assist gait analysis well, these
motor symptoms usually do not appear until disease mid-
stage. To detect vocal impairment, free speech and sustained
vowels [20] are two current state-of-the-art approaches. How-
ever, they either impair user privacy or user adherence, thus
showing limitations in daily usage. In contrast to these meth-
ods, non-speech body sounds have the properties of being
privacy-preserving and can be passively collected in daily
life.

4 SYSTEM OVERVIEW
According to the aforementioned design considerations, we
design and implement PDVocal (Fig. 3), which contains a
smartphone end and a server end. The smartphone module
consists of a privacy-isolation zone to extract non-speech
body sounds. The server end consists of a performance opti-
mizer and a PD detector to provide the service of PD detec-
tion and user feedback.
Privacy-isolation zone. The privacy-isolation zone can
recognize the composition of an up-coming audio segment.
Then, it filters the privacy-sensitive content and only the
non-speech body sounds, such as breathing sounds, clear-
ing throat sounds and swallowing sounds, will be further
transmitted to the server.
PDdetector.We implement a PD detector including the data
representation module and the ParkinsonNet at the server
end to perform the PD risk estimation. To begin with, data
representation with spectrogram is adopted for two purposes.
(1) It enhances the features in both the time domain and
the frequency domain. (2) It transforms the original one-
dimension time data to the three-dimension data for the
input of the deep neural network. Next, ParkinsonNet finishes
the automatic features selection and the PD risk estimation.
Performance optimizer. To improve PD detection, we im-
plement a performance optimizer including an opportunistic
learning knob and long-term tracking protocol at the server
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end. The opportunistic learning knob can analyze and re-
move the outliers. The long-term tracking protocol then
associates with the PD detector to provide health report
feedback.

As a result, PDVocal is workingwhile other smartphone ap-
plications, such as calling, voice message and voice chatting,
are happening. It does not require the user to be cooperative
but can still passively sense the PD-sensitive biomarkers to
achieve early detection of PD.

5 PRIVACY-ISOLATION ZONE IN
SMARTPHONE

Challenges. Given the audio stream, we are motivated to
filter out the privacy-sensitive content and only focus on
the privacy-irrelevant non-speech body sounds to facilitate
a privacy-preserving PD detection. One solution is to train
a body-sound recognition model similar to speech recog-
nition [25–27]. Due to the excessive resource cost for the
mobile devices, this complicated model is usually deployed
at the cloud-server. When the system works, the cloud server
receives the data from the mobile end (e.g., smartphone) and
feeds back results of the inferences to the users. Therefore,
this solution cannot satisfy the privacy-preserving require-
ment. Another solution is to add extra hardware to support
data collection and computing [21], but it can impair user
experience.
Solution with MobileNets. To address this problem, we
are seeking a solution to embed a small but efficient model
for non-speech body sounds extraction at the smartphone
end with low system overhead. For this purpose, we adopt
MobileNets [28], which are computationally efficient CNN
architectures designed specifically for mobile devices. Mo-
bileNets adopt the plain architecture which uses depth-wise
separable convolutions to build a lightweight deep neural

network. In this way, the overhead of MobileNets is low,
which can be parameterized to meet the resource constraints
of the smartphones in daily-life usage.
Implementation. Specifically, we implement the architec-
ture of 0.25-MobileNet-224 on the smartphone, where the
number of 0.25 is the coefficient of the width of the network
and the number of 224 indicates the input resolution. The
total number of multiply-accumulate operations (MACS) and
parameters of 0.25-MobileNet-224 are 41million and 0.47mil-
lion, respectively, which are about 300 times smaller than
VGG-16 [29], a state-of-the-art plain architecture.

6 PD DETECTOR
In this section, we introduce the core part of our PDVocal
system, including the data representation module and the
ParkinsonNet.

6.1 Data Representation to Augment
Features

Although researchers have studied the PD related features
of voice for several years, few references are available when
referring to non-speech body sounds. Considering that non-
speech body sounds are usually low and soft, we are moti-
vated to represent the related features that benefit PD detec-
tion. Intuitively, Fast Fourier Transform (FFT) is considered
to be one of the state-of-the-art tools to analyze audio sig-
nals. However, non-speech body sounds are non-stationary
signals thus a simple FFT operation cannot reflect its time-
domain features.

Our solution is to divide the non-speech body sounds into
several segments by assuming the signal in each segment
is stationary, and then we perform the operation of FFT for
each segment. In this way, we represent our data in both
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Figure 4: An example of time domain wave of the
breathing sound and its corresponding spectrogram.

time domain and frequency domain. To compensate for the
truncation effect, the window function is further applied to
reduce the spectrum leakage and to improve the spectral
resolution. Meanwhile, we adopt the overlapping technique
to compensate for the magnitude distortion induced by the
window function. In detail, we segment the extracted non-
speech body sounds into segments with a length of 200ms
for each and overlapping with 50%. Considering the prior
knowledge that PD influences both loudness and intonation
of voice, we select the Kaiser window [30] to maximize the
magnitude resolution and the frequency resolution. Then,
we employ the FFT operation to each segment:

X (m,ω) =
∞∑

n=−∞
x[n]w[n −m]e−jωn . (1)

Finally, all segments are formed into an image (Fig. 4):

spectrogram{x(t)}(m,ω) ≡ |X (m,ω)|2. (2)

TheX-axis presents the time dimension, and the y-axis presents
the frequency dimension. The third dimension shows the
amplitude of a particular frequency at a specific time repre-
sented by the color.

6.2 ParkinsonNet
Challenges. Although CNN has been viewed as the state-
of-the-art tool in a classification problem, it requires a large
dataset for training. Otherwise, the network will overfit. The
existing state-of-the-art architectures are usually verified
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Fully Connection
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Softmax

3x3 conv, 64
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3x3 conv, 256
Residual block 3

3x3 conv, 512
Residual block 4

Output block

Figure 5: The architecture of the ParkinsonNet. It con-
tains four residual blocks, and each of which contains
two convolutional layers.

in some large datasets (e.g., MNIST [31], CIFAR [32], Ima-
geNet [33], etc.) which contain at least 60 thousand samples,
and these architectures are unnecessarily large for a small
dataset. Therefore, enabling the deep neural network on a
small customized dataset is challenging.
Solutionwith residual architecture. To address this prob-
lem, we adopt the residual architecture [34] for the following
two aspects. (1) Residual architecture prevents overfitting.
The reason is twofold. First, different from other plain net-
works (e.g.,VGG), the residual architecture does not contain
extra fully connected layers. This property makes it contain
few parameters. Second, the residual network contains the
batch normalization layers, which help prevent overfitting.
This is because the operation of normalization happens on
each mini batch, which results in the values of mean and
variance being slightly different from one another. This dif-
ference can be viewed in that the batch normalization adds
some noise to each hidden layer’s activations thus gener-
ates a slight regularization effect. (2) Residual architecture
contains the shortcut connections which help convergence.
According to He et al. [34], shortcut connections allow the
network to learn the identify function better. The identity
matrix transmits forward the input data that avoids the data
vanishing problem.
Implementation of ParkinsonNet.We design our Parkin-
sonNet by referring to the state-of-the-art residual architec-
ture [34]. To avoid overfitting, we are motivated to remove
the neurons to reduce the number of parameters. Notably, we
choose to reduce the depth rather than the width to avoid the
gradient vanishing. Our final ParkinsonNet (Fig. 5) contains 1
input block, 4 residual blocks, and 1 output block. Each resid-
ual block contains 2 convolutional layers, and the shortcut
connection and pooling are adopted between the residual
blocks. The shortcut connection helps connect high-level
and low-level features, and pooling helps downsample the
feature maps to reduce the spatial size of parameters. The



Figure 6: 3D scatter of salient fea-
tures in comparing non-speech
body sounds and voice (plot 500
samples for visualization).
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architecture also can be called ResNet-10 since it contains 10
weighted layers.

7 PERFORMANCE OPTIMIZER
In this section, we develop the opportunistic learning knob
and the long-term tracking protocol to optimize PD detec-
tion.

7.1 Body Sounds Reselection through the
Opportunistic Learning Knob

To improve PD detection, we are motivated to remove the
outliers. Our solution is to understand the fundamental prop-
erties of non-speech body sounds first. Then, we design an
opportunistic learning knob to filter these outliers after the
data collection.
Body sounds analysis. We study the power and signal-to-
noise ratio (SNR), two fundamental indicators of the audio
signal, and we compare these two metrics between the non-
speech body sounds and the voice (data description in Sec-
tion 8.1). Specifically, we adopt the root mean square (RMS)
to measure the average power and peak-to-average ratio
(PAR) to estimate the SNR. We calculate and present the
normalized cumulative distribution function (CDF) graph
for each metric in Fig. 7 and Fig. 8, respectively. Our results
show the non-speech body sounds present lower power (8.3
dB difference, Fig. 6) and a smaller variation in RMS but
present a larger variation in PAR. These results indicate that
non-speech body sounds are usually soft and more easily
corrupted by environmental factors than the voice.
Opportunistic learning knob. According to the analysis
mentioned, we design the opportunistic learning knob to
remove the outliers, and we adopt the RMS and PAR as
two thresholds for the knob. The workflow can conclude as
follows. First of all, we calculate the optimal thresholds of

RMS and PAR through brute-force searching in the training.
Then, in the inference phase, we filter the collected data with
these two thresholds. These two thresholds update when
the server progressively collects more data, or the model of
ParkinsonNet updates.

7.2 Long-term Progression Tracking
Because PD is a progressive neurodegenerative diseasewhere
the symptoms are barely noticeable at first but appear grad-
ually over time, proper data accumulation can help better as-
sess the users’ condition and generate an accurate prediction.
As mentioned, existing proactive methods cannot achieve
this goal since users commonly demonstrate low compliance
when they are required to perform the repetitive daily test.
Our solution can resolve this issue by taking advantage of
the passive and unobtrusive sensing in daily smartphone
usage. By synthesizing the long-term monitoring results, we
can provide users with a more reliable prediction.

In particular, we implement majority voting based on the
idea that the long-term assessment can better represent the
long-run cumulative effects of PD over the users at risk.
We generate one prediction for each extracted body-sound
sample. Given a subject n, the prediction for hismth sample
can be formulated as:

pm,n =

{
0, Health
1, PD . (3)

As a result, the majority voting generates the prediction as:

P =
{
P1, P2, · · · , PN |Pn =

1
M

M∑
m=1

pm,n

}
, (4)

whereM and N are the number of total body sound samples
and the number of subjects, respectively.



8 EVALUATION
In this section, we evaluate PDVocal on our collected smart-
phone dataset.

8.1 Experimental Setup
Participant recruitment. Our study is approved by the
Western Institutional Review Board (WIRB). In a 3-month
study, we online enroll 890 participants to join our research.
We survey the basic demographics for our participants (see
Table 2). Among all the people, 567 are male (64%) and 323
are female (36%). All the participants come from the U.S.,
and they are from 60 years old to 85 years old. To obtain the
ground truth, we cooperate with the professional medical in-
stitute to evaluate every subject with the Unified Parkinson’s
Disease Rating Scale (UPDRS), a standard clinical diagnosis
for Parkinson’s disease. Each subject requires taking a se-
ries of tests, such as speech test, facial expression test, hand
movement test and gait analysis. Each subject will receive a
score when finishing each test, and the physician diagnoses
the subject as PD or non-PD according to their performance.
As a result, 321 subjects are professionally diagnosed as PD
patients, and the remaining 569 subjects are diagnosed as
healthy people.
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Figure 9: The CDF graph shows the onset information
for the PD subjects, 50% ofwhomare onset longer than
6 years.

We also record the concrete onset dates (Fig. 9) for each
PD patients. The age at PD onset is from 1 to 37 years among
our participants. The median number is 6, showing there are
more than 50% people are PD onset longer than 6 years. Fur-
ther, there are 31.5% subjects are PD onset less than 3 years,
which we then consider them as early-onset patients [35].
Data collection. We extract non-speech body sounds in an
uncontrolled daily-life environment. Participants are asked

Table 2: Demographic survey.

No. (%)

Characteristic PD Health

Demographic
White race 250 (28.0) 552 (62.0)
Higher education 260 (29.2) 575 (64.6)
Male 214 (24.0) 353 (39.7)
Female 107 (12.0) 216 (24.2)
User Condition
Smoker 119 (13.4) 245 (27.5)
Non-smoker 143 (16.1) 370 (41.6)
iPhone 5/5s/5c 74 (8.3) 223 (25.1)
iPhone 6/6p 181 (20.3) 285 (32.0)

to install our smartphone APP containing a sustained vowel
test. It includes a pre-startup phase and a testing phase
(Fig. 10). Specifically, the pre-startup phase is a 5-second
timeout to remind the start time of the testing phase. And
the testing phase is to ask the subjects to perform the sus-
tained vowel [a] for 10 seconds. We turn on the built-in
microphone at both the pre-startup phase and the testing
phase. Through this method, we can successfully collect the
non-speech samples of body sounds in the pre-startup phase.
In particular, each onset PD subject is asked to perform the
test before any medication. This is to reduce the interference
caused by the treatment. Through a 3-month-long experi-
mental period, we collect 13941 samples of body sounds, such
as breathing sounds, clearing throat sounds and swallowing
sounds, of which 7039 samples are from healthy people and
6902 from PD patients.

Figure 10: Our data collection protocol includes a pre-
startup phase and a testing phase. Pre-startup phase is
a timeout to remind the start time of the testing, and
we extract the non-speech body sounds from the pre-
startup phase.

Control group. Meanwhile, we obtain 13941 samples of
voice collected from the testing phase. These sustained vowel
samples are the current state-of-the-art materials adopted
for PD detection [20]. We set these samples as the control
group for comparison in the following evaluations.



8.2 PD Prediction Performance
Evaluation metrics. We use the following metrics that are
widely used in mobile health.

• Accuracy: Accuracy describes the fraction of samples
that are correctly predicted. It is formulated asaccuracy =

T P+T N
T P+T N+F P+FN .

• Precision: Precision is defined as the fraction of pre-
dicted PD samples that truly contain PD biomarkers,
i.e., precision = T P

T P+F P . It measures the robustness of
our system against false positives.

• Recall: Recall is defined as the fraction of PD samples
that are detected over the total amount of PD sam-
ples, i.e., recall = T P

T P+FN . It measures our system’s
ability in detecting all the PD onset people without
misses.

• F1-measure: F1 considers both precision and recall, and
is computed as the harmonic average of the two, i.e.,
f 1 = 2·p ·r

p+r .

Dataset split. We adopt the hold-out validation. In each
validation, we randomly split our dataset into five parts. We
select four of them as training and adopt the remaining one
as testing. We ensure the positive and negative samples are
balanced in each part.
Implementation. We implement our neural network in
PyTorch. We adopt Adam optimizer with an initial learning
rate of 0.001. Data augmentation methods including random
resize and crop, random horizontal flip, and color jitter are
adopted.
Overall performance.We first evaluate our collected data-
set on four different models, including the deep neural net-
work and the traditional classifiers. To evaluate our dataset
on the traditional machine learning classifiers, we adopt
the Mel-frequency cepstral coefficients (MFCCs), a set of
widely used features for voice analysis, as the features. To
extract MFCCs, we adopt a window size of 2048 with an
overlap length of 1024, and we choose 13 coefficients for
each window. The data preparation for deep neural network
is described in Section 6.

Fig. 11 and Fig. 12 present the accuracy and the f1-measure,
respectively. Non-speech body sounds can achieve an accu-
racy of 83.3% ± 1.6% and a f1-measure score of 82.6% ± 1.1%.
These two numbers are 85.8% ± 1.4% and 83.6% ± 1.9% for
voice. The difference in performance between non-speech
body sounds and voice is close, implying the non-speech
body sounds can be viewed as biomarkers for PD detection.
The traditional machine learning model cannot achieve

a good performance. The reason is that most of the applied
features in traditional machine learning need to be identified
by a domain expert to reduce the complexity of the data

Figure 11: The comparison of the average accuracy be-
tween non-speech body sounds and voice.

Figure 12: The comparison of the average f1-measure
between non-speech body sounds and voice.

and make patterns more visible to learning algorithms to
work. In contrast, deep neural network as discussed before
is that they try to learn high-level features from data in an
incremental manner. This eliminates the need for domain
expertise and feature extraction. In our case, MFCCs repre-
sent the compressed vocal features. Thereby, they can lose
some essential information related to PD.

Fig. 13 plots the normalized confusion matrix. The average
recall is 80.2%, and the average precision is 85.2%, respec-
tively. The precision is higher than recall, showing that our
system has a lower probability to predict a healthy subject
as a PD subject, but correspondingly, a higher probability
to predict a PD subject as a healthy subject. The reason is
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Figure 13: The normalized confusion matrix of PD de-
tection on non-speech body sounds. The precision is
higher than recall, showing that PDVocal has a lower
probability to misclassify a healthy subject as a PD
subject, but a higher probability to predict a PD sub-
ject as a healthy subject.

twofold. First, symptoms can be different from person to
person. We cannot detect PD biomarkers from non-speech
body sounds in these subjects whose vocal organs are not
impaired by PD. Second, long-term medication can interfere
with the PD prediction. In this case, PD biomarkers are not
very obvious.
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Figure 14: The comparison of recall between the early
stage and mid-stage. The results are represented as
points, which are layered over a 1.96 SEM in the pink
patch and a 1 SD in the blue patch.

Early stage v.s. mid-stage. We further analyze the system
performance concerning different PD stages. Generally, PD
includes the early stage and the mid-stage [35]. The former
one refers to the PD onset less than or equal to 3 years, while
the latter one represents the PD onset longer than 3 years. In
our testing, there are 26.1% samples that belong to early stage,
and 73.9% samples that belong to mid-stage on average.
Fig. 14 shows the comparison of recall between the two

stages. The results are represented as points, which are lay-
ered over a 1.96 Standard Error of Mean (SEM) in the pink
patch and a 1 Standard Deviation (SD) in the blue patch.
The average recall is 81.0% for the early stage group and
79.9% for the mid-stage group. The little performance vari-
ation between two stages strongly indicates the feasibility
of transforming the onset PD detection solution into early
PD detection. Moreover, it proves our hypothesis that the
non-speech body sounds exist in all stages of PD and can be
utilized as the new PD biomarker for unobtrusive and pas-
sive daily monitoring. In such a way, we facilitate preventive
PD healthcare in daily life.

8.3 The Performance of Privacy Isolation
We evaluate the performance of our privacy-isolation zone
at the smartphone end, containing the MobileNet to screen
the non-speech body sounds and the voice.
Evaluation metrics. We employ the accuracy and False
Positive Rate (FPR) as two metrics to measure performance.
Accuracy measures the fraction of samples that are correctly
predicted. The FPR describes the fraction of voice samples
that are mispredicted as the body sounds samples, i.e., FPR =

F P
FP+T N . It measures the ability to protect privacy, and as
this number should be lower, the better the performance of
privacy-isolation.
Dataset and set up.We evaluate our model on our smart-
phone dataset. We segment each audio sample into segments,
and we drop a segment if it only contains background noise.
Afterwards, we label the segments from the pre-startup phase
as body sounds and the segments from the testing phase as
voice, respectively. For evaluation, we adopt the hold-out
method which conducts each experiment by 10 runnings
with random initialization. The ratio of the training set and
testing set is 4:1.
Results. We evaluate the segmentation size of 0.5 second
and 1 second, respectively. Table 3 shows that both the 0.5
second and 1 second long segment can achieve a classifi-
cation accuracy of 99%. Further, the probability to falsely
predict a voice sample as body sound is 1.1±0.5% when the
segment size is 1 second long, and this probability is 1.0±0.7%
when the segment size is 0.5 second long. Results show that



our privacy-isolation zone can well differentiate the non-
speech body sounds and voice, and show the potential to
protect the privacy-sensitive content in daily life.

Table 3: Accuracy and FPR when the segment size is
different.

Segment Size Accuracy FPR

0.5 sec 98.8±0.4% 1.0±0.7%
1 sec 99.0±0.3% 1.1±0.5%

8.4 The Performance of Opportunistic
Learning Knob

We evaluate the performance of the opportunistic learning
knob. We employ the same evaluation metrics in Section 8.2.
Set up.We set up the following three groups of experiments
to evaluate the performance of our opportunistic knob. (1)
Group 1: We remove 10% samples with the lowest PAR value
in both training and testing; (2) Group 2: We remove the
bottom 10% samples with the lowest RMS in both training
and testing; (3) Group 3: We remove the bottom 20% samples
with the lowest RMS and PAR in both training and testing.
We also set up a control group without removing any data.
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Figure 15: The evaluation for the opportunistic knob.
The results are represented as points, which are lay-
ered over a 1.96 SEM in the pink patch and a 1 SD in
the blue patch.

Results. Fig. 15 shows that removing the outliers can help
achieve better performance. The results are represented as
points, which are layered over a 1.96 SEM in the pink patch
and a 1 SD in the blue patch. Compared to the control group,

the average accuracy of Group 1 increases to 84.8%, indi-
cating that daily-life body-sound samples contain environ-
mental noise, and filtering these noised samples can have
a positive result. The average accuracy of the Group 2 in-
creases to 84.3%, indicating our knob selects the samples
containing prominent biomarkers. Our results indicate that
bigger data are not always better data and removing the out-
liers in some cases improve the performance of PD detection.

8.5 Micro Benchmarks on Diverse
Background

We evaluate the influence of diversity on PD detection. We
employ the accuracy, precision-recall (PR) curve, and area
under the PR curve (AUC-pr) as the metrics.
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Figure 16: The comparison of PR curves between
male and female subjects. The female represents both
higher recall and higher precision than the male.

Impact of gender. As males and females have a different
construction in vocal organs, we show interests in whether
this difference can influence PD detection. We observe that
there is a clear advantage for the female (Table 4). First, the
average accuracy of the female is 84.2%, which is 1.4% higher
than the one of the male. It is also apparent in the PR curve
(Fig. 16) where the PR curve of the female can entirely encase
the one of the male. Our results show that, in some cases, the
female can benefit from these differences and have a more
reliable PD detection.
Impact of smoking. Long-term smoking can impair the vo-
cal organs, thus further influence breathing sounds. Thereby,
we wish to understand if this impairment can influence the
PD detection performance. Our results show that smokers



Table 4: Performance benchmarking.

Gender Smoking Survey Phone Type

Male Female Smokers Non-smokers iPhone 5 iPhone 6

Acc.(%) 82.8 84.2 84.7 82.0 83.7 79.7
AUCpr 0.754 0.827 0.793 0.762 0.889 0.826
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Figure 17: The comparison of PR curves between
smokers and non-smokers.

can have a more reliable prediction. First, the average accu-
racy of smokers is 2.7% higher than the non-smokers (Ta-
ble 4). Second, the AUC-pr is 0.793 for smokers, and this
number is 0.762 for non-smokers. Our results indicate that
smoking in some cases influence the PD detection.
Impact of smartphone. The position and design of the
microphone array and subsequent hardware for different
phones are different, and we want to understand if this dif-
ference influences PD detection. We observe a huge lead in
the performance of the iPhone 5 over the iPhone 6. First,
there is a gap of 4.0% in average accuracy (Table 4). Also, the
PR curve (Fig. 18) of the iPhone 5 can entirely encase the
one of the iPhone 6. This is because the built-in microphone
(typically a condenser) is progressively optimized for captur-
ing speech [21]. This change makes the new phones a little
bit difficult to capture soft non-speech body sounds.

8.6 System Overhead on Mobile Devices
We evaluate the system overhead at the smartphone end,
which contains the privacy-isolation zone to extract the non-
speech body sounds from the voice.We implement our model
on four different types of smartphones employing the Ten-
sorflow Mobile.
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Figure 18: The comparison of PR curves between
iPhone 5 and iPhone 6.

We evaluate latency and runtime, which are the two most
significant factors that influence real-time usage. We also
evaluate memory and CPU utility to understand the recourse
cost of our model. For our objectives, we set up our experi-
ments by continuously running our module for 30 seconds
on the smartphones. Meanwhile, we measure the runtime,
the memory cost, and the average CPU load.

Table 5: System overhead on different types of smart-
phones.

Phone Latency Through- Runtime Mem. Aver.
Brand (ms) put (ms) (MB) CPU(%)

Nexus 5 224.35 338 88.92±13.03 5.14 17.4
Galaxy S7 216.53 508 59.02±7.48 5.14 25.8

Pixel 188.63 519 58.05±7.87 5.14 17.6
Pixel 2 116.89 550 54.49±6.82 5.14 16.1

Table 5 summarizes the system overhead on four different
smartphones. Overall, the latency (warmup runtime) can be
reduced by improving the capabilities of the smartphone. The
latency is 224.35 milliseconds for Nexus 5 (released in 2013),



and this number is 116.89 milliseconds for Pixel 2 (released
in 2017). As well as the latency, the runtime is related to the
capabilities of the smartphone. In the 30-second-long bench-
mark, the average runtime for Nexus 5 is 88.92±13.03millisec-
onds, and this number is 54.49±6.82 milliseconds for Pixel 2.
Our results also show the potential of the privacy-isolation
zone in real-life applications. The Nexus 5 can achieve a
frame per second (FPS) of 338/30 = 11.3, which can well
satisfy the real-time application whose bottleneck is 2 fps for
a 0.5-second-long audio segment. Further, the extra mem-
ory caused by our module is 5.14 MB. Since the architecture
of MobileNet is invariant, this number is consistent for all
brands of phones.

9 EVALUATIONWITH THE SOCIAL
MEDIA DATA

To in-depth explore the availability of PD detection based
on the non-speech body sounds, we evaluate PDVocal with
social media data.
Benchmark preparation. We collect the material from
YouTube. Table 6 presents the demographic survey of our
dataset. In total, it contains 10 people, of which 5 subjects
are clinically diagnosed as PD and the other 5 subjects are
healthy people. In particular, the 1st and 2nd subjects are
sharing how PD will alter their voice. The 3rd subject is
attending a TV program to discuss the experience of PD
treatment and recovery. The 4th subject is attending a TV
show. The 5th subject is doing a presentation. Meanwhile,
all 5 healthy people are doing presentations. Further, we
fill the number of age and onset year which are calculated
according to the released date of the videos, if users provide
them. We convert these videos to audios, and we employ
the spectrogram to represent audio data. We directly adopt
the pre-trained model in Section 8.2. For each subject, we
calculate the number of correctly predicted samples and then
calculate the accuracy.

Table 6: Demographic survey.

Video Age Gender Onset Video Extracted
Index Year Length Samples

1 60 F 23 4:44 32
2 61 F 15 2:43 23
3 53 M 13 4:10 8
4 60 F 23 2:27 5
5 60 F 15 5:16 21
6 28 M NA 2:55 15
7 24 M NA 3:38 28
8 25 F NA 2:53 15
9 20 F NA 1:07 5
10 38 M NA 2:39 15

Resultswith unattended socialmedia data.Our privacy-
isolation zone helps extract 167 samples of body sounds from
32-minute-long YouTube videos. It indicates that PDVocal
can provide PD detection about 5 times every minute. Com-
pared with other test-based approaches, our passive sensing
protocol can frequently assess the health conditions and pro-
vide more opportunities for early detection of PD in daily life.
Fig. 19 shows the accuracy of PD detection for each subject.
PDVocal achieves an average accuracy of 74.7%. In particu-
lar, PDVocal can achieve an average accuracy of 91.3% for
healthy people, and this accuracy is 58.2% for people with PD.
The reason is, however, three-fold. First, our model is trained
from a smartphone dataset. Therefore, it can lose general-
ization ability on the other domain. Second, the recording
device can be far away from a subject during the video record-
ing. Therefore, the arriving non-speech sounds can be very
weak. In this case, the PD biomarker is not obvious. Third,
PD symptoms can be different from person to person. It is
difficult to detect PD biomarkers from subjects whose vocal
organs are not affected by PD.
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Figure 19: The accuracy of PDdetection on 10 YouTube
videos.

10 RELATEDWORK
Related work falls within three areas, including PD detec-
tion methods, mobile health systems, and body sounds and
applications.

10.1 PD Detection Methods
We have witnessed great advancement in exploring a variety
of technologies for PD detection. Tsanas et al. [36] applied
voice signal processing algorithm into extracting features
from a piece of sustained vowel phonations and mapped
the relationship between those features and UPDRS. In 2012,



the same group applied a state-of-the-art machine learn-
ing algorithm, SVM and random forest, to detect PD from
healthy people in a generated dataset [37]. Shahbakhi et al.
[38] applied a genetic algorithm (GA) for classification be-
tween healthy subjects and PD-afflicted people and Indira et
al. [39] applied pattern recognition and C-means clustering-
based approaches for the screening between healthy and
PD-afflicted people in 2013 and 2014, respectively. There is
also much work adopting non-voice material into PD detec-
tion. Giancardo et al. [40] revealed the relationship between
key hold time (the time required to press and release a key on
a computer keyboard) and PD. Pereira et al. [41] studied the
relationship between handwritten dynamics and PD with
a smartpen. Eskofier et al. [42] applied wearable sensors to
record the participants’ mobility pattern during a specific
mobility task.

Our work, however, is different from all the existing work.
We observe that low user adherence becomes the first factor
in impairing the daily-life PD detection. A passive-sensing
system can help, but no existing work has discussed the pri-
vacy issue. To address this problem, we propose to extract
passive non-speech body sounds in daily life. Compared with
other methods, body sounds contain low privacy content
(e.g., conversation content or location information), thereby
providing a privacy-persevering and passive-sensing proto-
col.

10.2 Mobile Health Systems
Mobile health (mHealth) is an emerging area of interest
for researchers in recent years [43–47]. Lu et al. developed
Stresssense [48] to recognize stress from the human voice
using smartphones. Bui et al. developed Pho2 [49] to measure
the blood oxygen level of a person adopting the camera and
flashlight on a smartphone. Farhan et al. applied data from
GPS and accelerometer of the smartphone to perform depres-
sion screening [50]. Gao et al. developed Healthaware [51], a
smartphone-based system utilizes the embedded accelerom-
eter to monitor daily physical activities and the built-in cam-
era to analyze food items to control obesity.
Our works utilizes the embedded microphone to collect

non-speech body sounds from a user’s phone usage to achieve
daily-life PD detection. Different from other mHealth sys-
tems, PDVocal achieves privacy-preserving and high user
adherence.

10.3 Body Sounds and Applications
Body sounds related research has attracted much attention in
recent years. Yatani et al. [52] proposed BodyScope, a wear-
able neckpiece to capture several kinds of body sounds to
predict activity. Hao et al. developed iSleep [53] to monitor
sleep quality using a smartphone. Larson et al. [54] proposed

a cough sensing system with a low-cost microphone. Amft
and Troster applied a combination of sensors to model eat-
ing behavior [55]. Nirjon et al. developed Musicalheart [56],
a music recommendation system through sensing body vi-
brations. Chauhan et al. developed BreathPrint [57], a new
behavioral biometric signature based on audio features de-
rived from an individual’s commonplace breathing gestures.
Some work also focuses on how to extract body sounds. In
BodyBeat [21], the authors designed and implemented a cus-
tomized sensor system to sense and classify an array of body
sounds including eating, drinking, deep breathing, clearing
throat, coughing, sniffling and laugh.

Our work observes that the non-speech body sounds con-
tain PD biomarkers. Our system PDVocal extracts non-speech
body sounds from a user’s phone usage in daily life to per-
form the pervasive PD risk estimation.

11 LIMITATION
We present PDVocal, a privacy-preserving and passive sens-
ing mobile system for daily life PD detection. By designing
a privacy-isolation zone at the smartphone end and a PD
detector in the server end, PDVocal can extract the passive
non-speech body sounds from daily-life phone usage and
perform continuous PD detection.

PDVocal is a closer step towards PD detection in daily life.
However, it exhibits some limitations. First, the trainedmodel
for body sounds extraction and PD detection is based on our
collected smartphone dataset. Performance may degenerate
in a new environment on a new subject. This problem can
be addressed by collecting more data from more subjects.
Second, our collected dataset does not include young onset-
onset patients. We plan to collect more data from a broader
sample of subjects in the future.

Despite these limitations, we believe our work is an essen-
tial step towards PD detection in daily life.

12 CONCLUSIONS
In this paper, we presented, PDVocal, the first mobile system
that utilizes non-speech body sounds to facilitate the contin-
uous monitoring and estimation of PD risk in daily life. It
works by sensing vocal sounds through the built-in micro-
phone, isolation of privacy-sensitive content and detection
with a customized convolutional neural network. PDVocal
demonstrates the significant advantages and is a promising
step in the real-world deployment of a privacy-preserving
passive-sensing mobile health system towards a large popu-
lation in the future.
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