A. PROJECT SUMMARY

1. Since 7/2001, funded by an NSF ROLE pilot project, William J. Rapaport (Computer Science & Engineering) and Michael W. Kibby (Learning & Instruction) have been investigating “contextual vocabulary acquisition” (CVA): active, deliberate acquisition of word meanings from text by reasoning from contextual clues, prior knowledge, language knowledge, and hypotheses developed from prior encounters with the word, but without external sources of help such as dictionaries or people. The intellectual merit of the project lies in increasing our understanding (based on case studies—“think-aloud” protocols) of how good readers use CVA to hypothesize a sense for an unknown word encountered in written context, using these observations to extend the computational theory of CVA, developing further a computer program that implements and tests this theory, and creating and evaluating a curriculum (based on the computational theory) to improve students’ abilities to use CVA. The broader impact is not merely to improve vocabulary acquisition, but also to increase reading comprehension of STEM texts, thereby leading to increased learning, and, by using a “miniature” (but real) example of the scientific method (viz., CVA), to give students a better understanding of the scientific method. The computational and educational strands of the research are fully integrated and jointly serve these goals. The research falls within Quadrants 2 and 3.

2. People know the meanings of more words than they are explicitly taught, so they must have learned most of them as a by-product of reading or listening. Some of this is the result of active processes of hypothesizing meanings for unknown words from context. How do readers do this? Most published strategies are quite vague; one simply suggests to “look” and “guess”. This vagueness stems from a lack of relevant research on the reasoning and language processes used for CVA. There is no generally accepted cognitive theory of CVA, nor is there an educational curriculum or set of detailed strategies for teaching it. If we knew more about how context operates, had a better theory of CVA, and knew how to teach it, we could more effectively help students identify context cues and know better how to use them.

Artificial-intelligence and computational-linguistic studies of CVA (including ours) have necessarily gone into much more detail on what underlies the unhelpful advice to “guess”, since natural-language-processing (NLP) systems must operate on unconstrained input text independently of humans and can’t assume a “fixed complete lexicon”. But such studies have largely been designed to improve practical NLP systems. Few, if any, have been applied in an educational setting, and virtually all have been ignored in the reading- and vocabulary-education literature. AI algorithms for CVA can fill in the details that can turn “guessing” into “computing”; these can then be taught to students.

This multidisciplinary proposal combines basic and applied research to address twin needs: for NLP systems that operate independently of human assistance and for improving students’ abilities to read STEM materials. Its theoretical significance comes from the development of an NLP system that does CVA. Its educational significance lies in whether the knowledge gained from this system can be applied to teaching CVA strategies so that students can use them successfully when they encounter hard words in their regular (STEM) reading. The mutual feedback between the development of the computational theory based on the education team’s data and of the algorithm-based educational curriculum is also distinctive, making this a true cognitive-science project.

3. The AI team will: continue developing noun, verb, and adjective algorithms using insights from the think-aloud protocols produced by the education team, develop an NL explanation facility for the system, develop an NL input/output system, investigate the use of “internal” context (morphology) for developing definitions, investigate the possibility of using OpenCYC as one source of general background information, and improve the current definition-revision system.

The education team will design and evaluate a CVA curriculum for middle- and secondary-school students designed to increase: reading comprehension, word consciousness, CVA strategies based on the algorithms, meaning vocabulary, assessments of sense of meaning of hard words, and interest in words. The curriculum will teach students to: focus attention on a hard word in a text (word consciousness) and the textual clues to the word’s meaning; connect these clues with their language knowledge, reasoning processes, and prior knowledge to hypothesize a contextual...
meaning; and assess their confidence in this meaning. The major instructional strategies of our curriculum are: teacher modeling of CVA via think-aloud procedures, teacher scaffolding the class as it uses CVA, think-alouds for CVA in small peer groups, and individual students’ independent applications of CVA with teacher monitoring and assessment. Student materials and a teacher’s guide will be developed that will emphasize how this method of CVA is an example of the scientific method “in the small”, and the curriculum’s effectiveness will be studied.
Section C: Project Description

1 Introduction  No doubt you have on occasion read some text containing an unfamiliar word, but you were unable or unwilling to find out what it meant. Nevertheless, you might, consciously or not, have figured out a meaning for it. Suppose you didn’t, or suppose your hypothesized meaning was wrong. If you never see the word again, it may not matter. But, if the text were about science, technology, engineering, or mathematics (STEM), not understanding the unfamiliar term might seriously hinder your subsequent understanding of the text. If you do see the word again, you will have an opportunity to revise your hypothesis about its meaning. The more times you see it, the better your definition will become. And if your hypothesis development were active (“deliberate”), rather than passive (“incidental”), your command of the new word would be stronger.

“Contextual vocabulary acquisition” (CVA) is the active, deliberate acquisition of word meanings from text by reasoning from contextual clues, prior knowledge, language knowledge, and hypotheses developed from prior encounters (if any) with the word, but without external sources of help such as dictionaries or people.

Since July 2001, funded by an NSF ROLE pilot project, two integrated teams of researchers from the SUNY Buffalo Departments of Computer Science & Engineering (CSE) and of Learning & Instruction (LAI) (and the Centers for Cognitive Science and for Literacy & Reading Instruction, respectively) have been jointly investigating CVA. We have been (a) extending and developing computer programs that do CVA for unknown nouns, verbs, and adjectives, (b) collecting and analyzing verbal protocols of good readers who were asked to “think aloud” as they attempted to hypothesize from context a meaning for an unknown word encountered in that text, (c) unifying a disparate literature on CVA from computational linguistics, psychology, reading science, and first- and second-language (L1, L2) acquisition, in order to help develop these algorithms, and (d) using the knowledge gained from the computational CVA system and the think-aloud protocols to lay the foundation to build and evaluate an educational curriculum for enhancing students’ abilities to use CVA strategies in their reading of STEM texts. The knowledge gained from verbal protocols of students using CVA techniques feeds back into further development of our computational theory, which in turn furthers our understanding of how context operates—all of which lay a foundation for building a curriculum to teach CVA [67]. The broader impact of our research is not only to improve vocabulary acquisition (which might better be done by direct instruction [63]), but also to increase reading comprehension in general and comprehension of STEM materials in particular, thereby leading to increased learning. Moreover, based on our studies of readers using CVA and our analyses of the CVA research literature, it has become obvious to us that the reasoning and thinking processes people apply to CVA parallel those required in applying the scientific method. The computational and educational strands of our research are fully integrated and jointly serve this broader impact. A more descriptive, albeit overly long, title for our project might be: An Educational Curriculum for STEM Reading Comprehension Based on a Computational Theory of Contextual Vocabulary Acquisition Viewed as an Example of the Scientific Method.

The computational theory and algorithms are being developed in CSE’s SNePS Research Group (SNeRG). The analysis of think-aloud protocols and the curriculum development are being done in LAI’s Center for Literacy and Reading Instruction. This Center provides supervised teaching practicums for graduate students, who conduct diagnostic assessments and provide reading re-mediation, and is a resource for children and their families to obtain reading diagnostic and re-mediation services. The Center’s staff regularly conduct and publish research related to the services they provide to children who find reading difficult. The proposed research enlarges the scope of the Center’s mission from strict re-mediation to the provision of vocabulary instruction as part of an in-school developmental program or Center enrichment program.

We seek funding to (1) increase our understanding (based on observations of think-aloud protocols) of how good readers use CVA to hypothesize a sense for an unknown word encountered in written context, (2) use these observations to extend our direct instruction of CVA, (3) develop further a computer program (“Cassie”; see §3) that implements and tests this theory, and (4) create and evaluate a curriculum (based on the computational theory) to improve students’ abilities to use CVA. Our research falls within Quadrants 2 and 3 of the ROLE Program (fundamental research on behavioral, cognitive, affective and social aspects of human learning; and research on STEM learning in formal and informal educational settings).

2 Intellectual Merit of CVA  The intellectual merit of our project stems from the twin needs (a) for NLP systems that can operate independently of human assistance and (b) to improve both the teaching of reading and students’
reading ability (especially in STEM). Hence, this multidisciplinary proposal combines basic and applied research. Its theoretical significance comes from the development of a theory of how people do CVA and the implementation of this theory in an NLP system that does CVA. Its educational significance lies in whether the knowledge gained in developing this system can be applied to teaching CVA strategies to students so that they are able to use them successfully when they encounter hard words in their regular reading of STEM texts. Our project is also distinctive in its proposed use of mutual feedback between the development of the computational theory and the educational curriculum, making this a true cognitive-science project.

2.1 General significance People know the meanings of more words than they are explicitly taught, so they must have learned most of them as a by-product of reading or listening [55,56]. The average number of word families (e.g., ‘help’, ‘helps’, ‘helped’, ‘helping’, ‘helper’, ‘helpless’, ‘helpful’ are one word family) known by high school graduates is estimated at between 45,000 [55] and 60,000 [54]. Excellent students who read a great deal may know 120,000 word families [54]. Learning even 45,000 words by age 18 means learning an average of some 2500 words each year; yet no more than 400 words per year are directly taught by teachers [55—4800 words in 12 years of school]. Therefore, around 90% of the words we know and understand are learned from oral or written context. Learning words from context is not a once-in-a-while thing; it averages almost 8 words learned per day [55]. Some of this “incidental” acquisition is the result of conscious, active processes of hypothesizing the meaning of unknown words from context.

How do readers do this? The psychology, L1, and L2 literatures suggest various strategies [2,9,17,43,84,87,91]. But most are quite vague. Clarke and Nation [17, our italics; cf. 57] gives these directions: step 1: “look at the word itself and its surroundings to decide on the part of speech”; step 2: “look at the immediate grammar context of the word, usually within a clause or sentence”; step 3: “look at the wider context of the word usually beyond the level of the clause and often over several sentences” (looking for causal, temporal, categorical information, etc.); step 4: “guess . . . the word and check . . . that the guess is correct”. This is hardly a detailed algorithm that could easily be followed by a student: Step 4 is reminiscent of a famous cartoon showing a complicated mathematical formula, in the middle of which occurs the phrase, “then a miracle occurs”! Part of the problem is that, while many authors suggest what contextual clues to look for (step 3, [83] being the most helpful), few, if any, provide specific advice on what to do with them (i.e., what reasoning or other cognitive processes and what prior knowledge should be applied to them). This vagueness in the educational literature stems from a lack of relevant research on the reasoning and language processes used for CVA.3 There is no generally accepted cognitive theory of CVA, nor is there an educational curriculum or set of strategies for teaching it. If we knew more about how context operates, had a better theory of CVA, and knew how to teach it, we could more effectively help students identify context clues and know better how to use them, leading to larger vocabularies and better reading comprehension.

“Isn’t it easier for the reader to look up the unknown word in a dictionary?” Sometimes; but neither all, most, nor even many new words are learned this way: Dictionaries are incomplete and not always available, their definitions can be hard to understand and not always useful [41,53], and people don’t always use them. Nor is learning a significant number of words from dictionaries compatible with the research on meaning-vocabulary acquisition, as just discussed. The dictionary simply is not the major source of learning word meanings in elementary, middle, and high schools [56]. We are investigating ways to facilitate readers’ natural CVA by developing a rigorous theory of how context operates and creating a systematic, viable curriculum for teaching the use of CVA strategies, based on artificial-intelligence (AI) research and research analyzing the CVA processes used by good readers.

Sometimes, a reader who “learns” an unknown word just learns how to read it: i.e., the reader—a beginning reader—understands the word in listening and uses it in speaking, but is not able to recognize its printed form. We are not concerned with this kind of “sight-vocabulary” acquisition. By ‘vocabulary acquisition’, we mean “meaning vocabulary”; it is really the acquisition of a concept or “thing” [10] that is difficult and important. Dale [20] offered four levels of knowledge of words: (1) “I never saw it before”; (2) “I’ve heard of it, but I don’t know what it means”; (3) “I recognize it in context; it has something to do with . . . ”; (4) “I know it”. But, following [10], Kibby [43] argues that more important than varying levels of knowing a word are the varying degrees of knowing a concept. He defines six such levels:

(1) Knowing both concept and word (or words) that signifies it, e.g., ‘finger’ on a hand; context is not necessary except to clarify which of several meanings a word might have.

(2) Knowing meaning of idiom or familiar phrase, but not of a specific word in it, e.g., ‘arch’ in ‘arch rival’.

---

3 And on how context operates: Little (if any) of the computational research on the formal notion of reasoning within a context [31,39,47,52,82] is directly relevant to CVA.
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2.2 Computational significance In contrast to the vague strategies discussed above, AI studies of CV A (including
our own [22,23,66]) have necessarily gone into much more detail on what underlies Clarke & Nation’s unhelpful
advice to “guess” the meaning of the unknown word, because natural-language-processing (NLP) systems operating
independently of human intervention must not break down when encountering unknown expressions in unconstrained
input text, where no assumption of a “fixed complete lexicon” can be made [94]: It could not be manually encoded, nor
could it contain new words or new meanings given to old words in new contexts. But such AI studies have largely been
designed to improve practical NLP systems. Few, if any, have been applied in an educational setting, and virtually all
have ignored, and been ignored in, the reading- and vocabulary-education literature.4 Moreover, in most of these, the
unknown word is assumed to be a synonym for a known word with a known concept. This is especially the case for
the large body of research on “word-sense disambiguation”, in which the task is to decide which of several possible
meanings is the intended one in a given context [38]. As linguist Ellen Prince has suggested (in conversation), that
task is similar to a multiple-choice test, whereas CV A is more like an essay test: With our method, it is possible for
the system to learn a new concept, at least at Level 5.

Previous computational theories of CVA either (1) use online dictionaries or human informants [94], whereas ours
does not; (2) only map unknown terms onto known concepts [35,36], whereas our system is capable of concept forma-
tion, i.e., constructing, rather than merely finding, meanings of unknown terms; (3) are concerned with “correct” word
meanings [35,36], whereas our goal is reading comprehension, which can succeed with a less-than-fully-accurate def-
inition (see §3); or (4) are concerned with modeling childhood L1-acquisition [81], whereas our focus is on relatively
mature readers who already know a large part of their language and are (merely) expanding their vocabulary.

4With the possible exception of [11]. See, e.g., [4,5,8,13,16,30,32,35,36,37,44,64,94]. For discussion, see [66]. For a more complete list, see
[65], developed as part of the pilot project.
2.3 Educational significance As with a computer, a student who reads an unfamiliar term in a text should be able to figure out what it means, at least to the extent of being able to comprehend the rest of the text, if not to give a formal, precise definition. Helping students with this has been on the “to do” list of teachers for decades. Newly revised educational standards for STEM (as well as language arts and social studies) call for students to have a greater command of concepts and the words that signify them. Since these concepts and words cannot all be taught directly in the classroom, it is important that we not only devote more instructional time in school to teaching CVA, but also gain more knowledge about what context is and how it operates. All textbooks in teaching reading or content areas (including STEM) include admonitions and suggestions to help students in CVA. But reading and content-area experts fall short in specifying: (a) the forms of context, and the helpfulness of a given context, available for CVA; (b) how often a word must be encountered to be confidently learned; (c) how, and how much, prior knowledge can augment available context; (d) the specific reasoning processes that must be applied to these contexts and prior knowledge; and (e) how to evaluate one’s confidence in the hypothesized meaning.

The specific context clues that have been recommended for instruction are either too general [2], too specific to experimental conditions [87], too vague [84], or do not result from scientific study of actual CVA, but from logical analyses of language usage and traditional notions about context clues (e.g., most of the L2 and reading literature). There has been little systematic study of good readers using successful CVA processes when encountering unknown words in actual reading (the most often-cited are either old and limited [2] or concentrate on readers who fail at CVA [90]). How do readers integrate context, prior knowledge, and reasoning processes in CVA? How much context or how many context clues are needed for a word to be confidently learned or even merely understood sufficiently for general comprehension? Context can be both facilitating [27] as well as misleading [71], but what makes a context helpful, not helpful, or misleading for different kinds of concepts?

There are broader implications than just classroom learning and learning standards, however. Students learn a great deal of STEM from reading websites, trade books (i.e., books that are not textbooks), general-interest children’s magazines (e.g., Highlights, Cricket, Spider, Weekly Reader), and science-oriented children’s magazines (e.g., Spinner, TimeKids, Science Scholastic, Quantum). If students are better able to do CVA, then more STEM will be learned when students are independently engaged in such extra-curricular reading. If schools are more effective in teaching CVA, then students will heighten their interest and motivation in, and knowledge of, STEM.

2.4 From algorithm to curriculum AI algorithms for CVA (ours in particular!) can fill in the details that can turn “guessing” the meaning of unknown words from context into detailed instructions for constructing (i.e., “computing”) their meanings; these details can then be taught to students.

We know of no other computational-theory-based curricula like ours. Sternberg et al.’s computer-based tutoring system for CVA [84] was never built; in any case, ours is not a computerized tutoring system, but a classroom curriculum developed out of the insights gained from computer algorithms. Aist [1] “focus[es] on developing computerized methods to help children learn (as opposed to developing a computer program that learns)”, nor is he devising a classroom curriculum (as we are); he is “adding extra information to textual contexts”, whereas we are investigating the use of natural texts and basing our curricular research on case studies with students actually doing CVA.

Is teaching humans how to learn the same as programming computers to learn? We view AI as “computational psychology”, the study of human cognition using computational techniques; a good computational-psychology computer program will simulate some human cognitive task in a way that is faithful to human performance, with the same failures as well as successes, telling us something about the human mind [74].

Our goal is not to teach people “to think like computers”, but to explicate methods for CVA. Clarke & Nation’s vague strategy discussed above is not a caricature; it is the actual recommendation of respected writers in the field of meaning-vocabulary acquisition! But neither is it an algorithm—i.e., an explicit, step-by-step procedure for solving a problem. Our goal is to “teach” (i.e., program) a computer to do the “educated” guessing—or hypothesizing—that is left vague in their strategy. To do that, we must determine what information is needed and what inference methods must be supplied, and we must spell this all out in enough detail so that “even” a computer could do it [69]. Thus, we believe that the various phrases that have been used in the literature (“learning”, “acquiring”, “guessing”, “deriving”, “inferring”, “deducing”, “educing” (etc.) the meaning of unknown words from context) can all be replaced by one: computing the meaning of unknown words from context.

But that is not all: For once we have such a detailed procedure, we can then actually teach it to people, rather than leave them wondering what to do with all the contextual information that they might have found in steps 1–3 of the

---

above vague strategy—we can teach them what information to look for and what to do with it. This is our final goal. And, we suggest, it is precisely what is involved in general reading comprehension.

Thus, it is not our intent to use a computer to teach students, but to apply the knowledge gained from programming Cassie to the creation of instructional methods (for regular classroom milieux) to teach students to do CVA. We are not building a teaching machine, but rather teaching a machine, to see if what we learn in teaching it can help us to teach students better.

2.5 CVA and reading comprehension The desirability of improving students’ reading-comprehension abilities, especially in STEM, should be obvious. Vocabulary knowledge is highly correlated with reading comprehension [56]. There is empirical evidence for this, but it should not be surprising: The more words whose meanings you know, the better you can understand what you read; conversely, the better you understand a text, the more of its words you know. Thus, improving vocabulary knowledge in general (and CVA in particular) should improve reading comprehension. But this only occurs when the vocabulary acquisition is knowledge-based and integrated into the reader’s prior knowledge; it does not occur significantly from rote definition-learning [6,56].

Deliberate CVA can accomplish three major tasks: (1) It can, obviously, increase one’s vocabulary. It does this in an active way, by having the reader think carefully and deeply about the passage and the unknown word’s role in it, and make inferences (deductive, inductive, and abductive about the information in the passage, using the reader’s prior knowledge as an extra source of information.

(2) This immediately leads to better comprehension of the passage, for CVA is knowledge-based and integrative. Indeed, the end result changes the reader’s conceptualization of the world: Both the new word and the new information in the passage are incorporated and integrated into the reader’s knowledge base (KB).

During our pilot project, when trying to convert our algorithms into an educational curriculum, we faced an interesting problem. Our computer system has a perfect memory and is a perfect reasoner: Given some prior knowledge and some information in the passage being read, it immediately draws whatever conclusions can be drawn. Real people don’t. Even clever graduate students (who can be assumed to be good readers [2]), when reading that a knight picked up a “brachet” and rode away with it, often fail to infer that brackets (whatever they are) must be small enough to be picked up. But our system never fails to infer this. Human readers who miss this inference the first time get it when asked, “How big is a brachet?”. So they can draw the inference if the relevant information is made explicit. How can we bridge this gap between the computer’s perfect memory and human readers’ memory limitations?

One answer, we believe, lies in using think-aloud protocols. Our research methodology of think-aloud protocols aids in algorithm development and (thereby) curriculum-content development. In addition, as a curriculum method (a more directive version of research protocols), they can assist the reader in identifying and using relevant prior knowledge, in making appropriate inferences, and in integrating new knowledge from the text with prior knowledge. Reading actively in this way increases comprehension.

(3) One of the goals of education should be to instill in students the knowledge of how to learn on one’s own and the confidence and life-long desire to use that knowledge. Often, there are no ultimate authorities or experts to consult when one has a problem to solve or a question to answer [61]. This is just as true in STEM (where there are no “answers in the back of the book”) as it is when one comes across an unknown word while reading (and there is no dictionary at hand, or no one else who knows the word). The skills required for CVA are not only useful for helping one read (and hence learn) on one’s own, but are also among those most useful in STEM: Finding clues or evidence (among the context surrounding the unknown word) and using reasoning to integrate them with prior knowledge and previous hypotheses to hypothesize a (new) meaning for the unknown word is a wonderful model “in the small” of the scientific method of hypothesis formation, testing, and revision, as well as a useful tool for learning on one’s own.
knowledge, *how* “she” acquired this knowledge is irrelevant. We begin with what some might call a “toy” KB, but each of our tests so far has included all previous information, so the KB grows as we test more words.

Each node in a SNePS network represents a concept (possibly built of other concepts), linked by labeled arcs. All information, including propositions, is represented by nodes, and propositions about propositions can be represented without limit. Arcs form the underlying syntactic structure of the network. Paths of arcs can be defined, allowing for path-based inference (generalized property inheritance). There is a 1–1 correspondence between nodes and represented concepts; this uniqueness principle guarantees that nodes will be shared whenever possible and allows nodes to represent concepts, propositions, properties, and such objects of thought as fictional entities, non-existent, and impossible objects [77,78]. This wide representational ability is especially appropriate for CVA from arbitrary texts, whose subject matter could range from factual science to science fiction. After all, objects about which we can think, speak, or write need not exist; this includes not only unicorns, but black holes, bosons, and other theoretical entities of contemporary STEM.

Cassie’s input consists in part of textual information, parsed and incorporated directly into her KB. Asking Cassie “What does [word] mean?” initiates a deductive search of the KB, now consisting of a semantic network of prior knowledge plus information from the text, all marked with its “degree” of immunity from revision (roughly, a measure of the trustworthiness of the source of information). SNePS’s inference package allows rules for both deductive and default reasoning. In the presence of a contradiction, the SNeBR belief-revision package allows for the removal of one or more of the propositions from which the contradiction was derived, as well as the conclusions that depended on it [50]. This mechanism is used to revise definitions (hypotheses) that are inconsistent with a word’s current use (data).

We have developed algorithms for partially automating the identification and removal or modification of the offending premise, based on SNePSwD, a default belief-revision system that enables automatic revision [19,51]. SNePS also has an English lexicon, morphological analyzer/synthesizer, and a generalized augmented-transition-network (ATN) parser-generator that, rather than building an intermediate parse tree, can translate the input English directly into the propositional semantic-network KR system [72,73,80].

Output consists of a report of Cassie’s current definition of the word in its context (or answers to other queries). We take the (conceptual) meaning of a word (as understood by a cognitive agent) to be the position of that word in a single (unified), highly interconnected network of words, propositions, and other concepts, consisting of (in our case) the reader’s prior knowledge integrated with his or her mental model of the text being read. In this (idilectic) sense, the meaning of a word for a cognitive agent is determined by idiosyncratic experience with it. Contextual meaning as thus described includes a word’s relation to every concept in the agent’s mind, which is too unwieldy to be of much use. But a word’s dictionary definition usually contains less information than that. Not all concepts in a network are equally salient to a dictionary-style definition of a word. In the attempt to understand and be understood, people abstract certain conventional information about words to serve as its definition. To limit the connections used to produce the definition, our algorithms for hypothesizing a definition operate by deductively searching the network for information appropriate to a dictionary-like definition (see [22,66] for the original algorithms themselves). Our system produces contextual definitions; i.e., we are not proposing a system that develops “correct” definitions (cf. the theory of “preference semantics” [93]). Rather, our system develops dictionary-like definitions that enable the reader to continue with the task of understanding the text.

We have experimented with words that are (a) novel, albeit naming concepts subsequently discovered to be familiar (a “brachet” is a kind of hunting dog), (b) familiar but misunderstood (does “smite” mean to kill by hitting hard, or merely to hit hard?), and (c) familiar but used in a conceptually new sense (surely “dressing” a sword does not mean to clothe it!). Our theory is that a meaning for such a word, sufficient for understanding the text, (1) can be determined solely from context (including the surrounding text, grammatical information, and the reader’s prior knowledge, but no access to external sources of information (dictionaries, humans)), (2) can be revised upon further encounters, (3) converges to a stable, dictionary-like definition if enough context has been provided and there have been enough encounters, but (4) is always subject to further revision. Each encounter yields a definition (a hypothesis about meaning) and provides an opportunity to revise it in light of new evidence. The revision is unsupervised: There is no (human) “trainer” and no “error-correction” techniques. Finally, no subject-matter-(or “domain”)-specific prior knowledge is required for the development and revision of the hypothesized definition (with the exception of the word’s part of speech). The domain-independence of our system can make it more difficult to develop a good definition quickly, but is intended to model the typical reader of an arbitrary text. Clearly, the more prior knowledge, including specialized knowledge, that the reader brings to the text, the more efficiently the unknown term can be learned.

Cassie was provided with prior knowledge for understanding the King Arthur stories [49]. In one test, when
presented with passages involving the unknown noun ‘brachet’, Cassie was able to hypothesize that a brachet was a dog whose function is to hunt and that can bay and bite. ([89] defines it as “a hound that hunts by the scent”). However, based on the first context in which the term appeared (“... there came a white hound running into the hall with a white brachet next to him, ...”), the initial hypothesis was merely that a brachet was a physical object that may be white.

Each time the term appeared, Cassie was asked to define it. To do so, she deductively searched her prior KB, together with the information she had read in, or inferred from, the text thus far, for information about (1) class inclusions (especially in a basic-level category), (2) general functions of brachets (if known; else those of individuals), (3) the general structure of brachets (or those of individuals), (4) acts that brachets perform (partially ordered in terms of universality: probable actions in preference to possible actions, actions attributed to brachets in general in preference to actions of individuals, etc.), (5) possible ownership of brachets, (6) part-whole relationships to other objects, (7) other properties of brachets (when structural and functional description is possible, the less salient “other properties” of particular brachets are not reported, although we do report any properties that apply to brachets in general), and (8) possible synonyms for ‘brachet’ (based on similarity of the above attributes). Some of these are based on psycholinguistic studies of CVA [84,87]. In the absence of some or all of this information, or in the presence of potentially inconsistent information (e.g., if the text says that one brachet hunts and another does not), Cassie either leaves certain “slots” in her definitional framework empty, or includes information about particular brachets. Such information is filled in or replaced upon further encounters with the term.

Our verb-definition algorithm is not yet as elaborate; we currently report its predicate structure, a categorization of its arguments, and any causal or enablement information we can find. We have, however, tested our definition-revision procedure on verbs: Cassie was told that ‘to smite’ meant “to kill by hitting hard” (a mistaken belief actually held by one of us before reading [49]). Passages in which various characters were smitten but then continued to act triggered SNeBR, which identified several possible “culprit” propositions in the KB to remove in order to block inconsistencies. Cassie then decides which belief to revise. Although the decision about which proposition (representing an incorrect definition) to withdraw and which new proposition (representing a revised definition) to add has been partially automated (using SNePSwD), this remains the one area still occasionally requiring human intervention. Automating this will be a major focus of our proposed research (see §5.1). Another case is exemplified by ‘to dress’, which Cassie antecedently understood to mean “to clothe”, a well-entrenched meaning that should not be rejected. However, upon reading that King Arthur “dressed” his sword, SNeBR detects an inconsistency. Rather than rejecting the prior definition, we add to it. In this case, Cassie decides that to dress is either to clothe or to prepare for battle.

4 Pilot-Project Accomplishments Our pilot project opened new lines of inquiry and demonstrated that the AI researchers and reading scientists could fruitfully work together [67]. Our goals are to (1) make our computational CVA system more robust: to improve and create algorithms for inferring meanings for unknown nouns, verbs, and adjectives from context together with prior knowledge as well as grammatical, morphological, and etymological information, based in part on the strategies gleaned from the think-aloud protocols; (2) construct a theory of how context operates for real readers; (3) develop and test an educational curriculum for teaching CVA, based on both the computational theory as well as the cognitive processes identified in the think-aloud segment of the study; and (4) integrate these tasks by using the computational theory and the educational curriculum to help develop each other.

During the pilot project, the AI team concentrated on revising and adapting the definition algorithms for use by the education team. The education team concentrated on using the computational system to begin the curriculum development, as well as providing feedback to the AI team (based on good readers’ actual CVA techniques) in order to improve and further develop the algorithms. Thus, we are using Cassie to help us learn how to teach humans, and using humans to help us learn how to teach Cassie.

(1) We identified common reading passages, primarily from STEM literature, that we both work on. This, together with our weekly joint research meetings (in addition to more frequent individual meetings) is the focus of the “synergy” between the two teams. We started with the texts that the AI team had already developed algorithms for [22]. To these, we have added texts from STEM textbooks and popular science writing such as is found in *Scientific American* or daily newspapers. The ability to read and understand such texts is an important aspect of STEM literacy, and such writing is more likely to require CVA skills than STEM textbooks (which often give detailed and specific definitions; however, cf. our comments (§2.1) about the limited usefulness of such dictionary definitions).

(2) Because of the lack of knowledge of how context can be used (§2.3), a major strategy of the research conducted by the reading scientists is to study good readers as they attempt to determine the sense of an unknown word encountered while reading. Each is asked to read a “text-set” of passages, each passage containing the same unknown word. After each encounter with the unknown word, they “think aloud” as they apply reasoning strategies, recall prior
knowledge, apply language knowledge, and recollect prior encounters with the word in their attempts to determine what it means. The knowledge gained from these think-aloud protocols in conjunction with knowledge gained from the processes of writing algorithms for Cassie and the information Cassie provides on how she derived word meanings is used in two significant manners: (1) We apply this knowledge to aspects of our developing theory of CVA. (2) We are building a new educational curriculum designed to facilitate students’ CVA strategies in the reading of STEM texts.

The education team has collected approximately 100 think-aloud protocols from about a dozen good readers. The texts read focused on STEM vocabulary or words that would be found in STEM texts, e.g., ‘estuary’, ‘proximity’, ‘proliferate’. Using Web search tools, between 9 and 13 passages were selected for each word. The texts came from a variety of sources, including STEM textbooks, nature and science magazines, general magazines, brochures, government manuals, and websites. In each of the passages for each target word, that word was used between 1 and 3 times; occasionally, an inflected or derivational form of the word was included in one or more of the passages. The passages were selected to represent a variety of reading contexts, paralleling the somewhat idiosyncratic nature of encounters with unknown words. The passages within the text-sets were randomly ordered.

Subjects read the text-set one passage at a time. After reading each passage, they were asked to state what they thought the unknown word might mean and to describe their thinking as they came to that meaning. After reading one passage in the set and thinking aloud, they then read the next passage and thought aloud again. On all readings after the first, we ask them how their hypothesis about the word’s meaning changed from the previous passage. This continued even after the readers had derived a correct or nearly correct definition, to determine if further encounters with the word reinforced their thinking or changed it.

These protocols have been transcribed, and the analysis of them has just begun. We used protocol-analysis techniques to set the groundwork for collecting and analyzing our data [24,62]. The first stage of this analysis was to code the texts used by identifying the available context clues; we started by using previously published lists of such clues [2,3,21,22,83]. We are presently coding (a) the “correctness” of the hypothesized sense of the word’s meaning, (b) the reasoning processes used, (c) prior knowledge used, (d) language knowledge and language clues applied, and (e) words and text strings readers reported using as clues. Currently we have 7 levels of “correctness”; these are still subjects of discussion and revision (cf. §§2.2,3). We began our coding of the reasoning processes using Sternberg’s [83] selective encoding, selective combination, and selective comparison reasoning or knowledge-acquisition processes; but we have already added three other processes. We still have much work to complete in exploring the reasoning processes that the subjects applied (whether or not they reported them). We have not yet begun to code the prior knowledge or the change in hypothesized sense of the word over encounters (i.e., changes from the first few passages read to the latter passages read), and will be working on these in the Spring 2003 term.

If our think-aloud methods were for an experiment or case study of CVA, our methods would suffer two major limitations. First, when readers confront unknown words, they are more likely to skip the word than to try to figure out its meaning, especially if the immediate text is understood without knowledge of that word or in situations where excellent comprehension is not a major requirement (reading a novel or magazine article) [33,34]. Thus, stopping readers to require reports on their thoughts about the unknown word creates a not totally normal situation. Secondly, our readers encountered the same word in 9–13 different and consecutively read texts within a 20–40-minute time frame; this is most atypical of normal encounters with unknown words. Often, we may see them only a few times, and with months or years between encounters.

These are not significant limitations in our research, however, as we are trying to maximize each reader’s use of context to observe (hear) all the clues, reasoning processes, prior knowledge, language knowledge, and previous knowledge of the word as each reader puts them to use. We want to see what good readers can do when pushed (by being asked to think aloud) to process unknown words frequently (by reading consecutive passages). Our goal here was to learn what strategies are available and could be used, and which strategies good readers use that seem to work. With this knowledge, the education team should be able to (a) provide information to the AI team about what is a text clue for word meanings and the cognitive processes that readers actually use in CVA, (b) gain further information from the AI team that refines, further explains, or extends our think-aloud findings, which, in conjunction with (a), will (c) build a theoretical and methodological foundation for developing a curriculum that could be used to help students better comprehend and learn from STEM texts by improving their CVA abilities. This curriculum will provide theory and background information for teachers, an instructional text for learners, and text-sets for students to learn, practice, and apply CVA processes (see §5.2).

(3) The AI team developed knowledge representations of both the texts and the prior knowledge necessary for understanding and reasoning about them, tested the current system on the unknown words in them, and revised and
updated the original noun- and verb-definition algorithms, making them more efficient, more structured, and more robust; we also tested them on several new words taken from STEM materials. Many of the improvements derived from the student protocols. We also began to develop an adjective-definition algorithm.

(4) Together, the two teams began preparing a literature review (based on [65]) of all the CVA disciplines.

5 Proposed Research

We will continue the two-way flow of research results between the tasks of improving the definition algorithms and converting them into a curriculum.

5.1 Algorithm development

(1) We will continue making our algorithms more “robust”, in part by incorporating insights from the think-aloud protocols. We plan to make the noun algorithm more sensitive to a wider variety of information found in the text and Cassie’s prior knowledge. For instance, many passages implicitly define new terms without labeling these as “definitions”—our algorithms must use this information, but should not completely rely on it: Other information may help produce a clearer definition or one more integrated with Cassie’s prior knowledge (and thus more likely to be retained, in the case of humans whose memories are less perfect than Cassie’s). We also plan to improve Cassie’s ability to do inductive reasoning (e.g., to be able to generalize from ‘dress’ meaning either “clothe” or else “prepare for battle” to meaning “prepare” in general).

(2) The current verb algorithm needs to be extended to take into account the wide and often unpredictable variety of “subcategorization” (or “case”) structures. We also plan to make use of verb categories (e.g., ‘walk’, ‘run’, ‘saunter’, etc., are all kinds of movements-by-foot) [48,70].

(3) We will continue developing an adjective algorithm. Adjectives are much less susceptible to CVA than nouns or verbs. (Does the neologism ‘foo’ in the phrase ‘the foo car’ mean a shape, a color, a size? Is it temporal, like ‘new’ or ‘old’? Could it be like ‘toy’, which would imply that a foo car isn’t even a car?) But some adjectives can occur in contexts that enable useful CVA (e.g., if Fred is “taciturn”, unlike his brother who is talkative, we should be able to infer at least that ‘taciturn’ might mean “not talkative”).

(4) All of our algorithms now include “tracing” features (developed during the pilot project). The primary purpose of these is for debugging, but they should also be adaptable for finding out how Cassie inferred her definitions. Thus, we should be able to develop an explanation facility for Cassie. This would not necessarily be part of our proposed curriculum, but merely an optional application of the technology that could be used if students have trouble hypothesizing a meaning for an unknown word (or merely want to check to see if their hypothesis is acceptable); they could ask Cassie for an explanation of how she developed her hypothesis (or, better, for guidance on how the student could develop one).

(5) Another major task is the development of a method for NL (English) input. Our current methodology has been to concentrate on the KR component, namely, the semantic-network representation of the text containing the unknown word, integrated with the prior knowledge needed, since that is what the algorithms deal with. However, we need to automate the process of representing the text in the KR system. This is best done using a semantic parser that can transduce NL text into a KR. Currently, SNePS does this using an ATN parser, but work is underway to use the LKB computational grammar-development system [18], which has wider coverage than our “home-grown” ATN grammars.

(6) One other advantage of using a morphology analyzer (instead of hand-coding the text) is that we can also begin to investigate the use of “internal” context [84], i.e., the morphological and etymological structure of the unknown word, for developing definitions. One reason we began our research using “external” context is that using morphological information by itself is not sufficient. External context of the sort we are investigating is needed as a constraint (e.g., morphology alone might suggest that ‘inflammable’ means “not flammable”, but external context might indicate the opposite).

(7) A generation grammar that would convert the KR to English (also part of SNePS [72]) would enable us to express definitions more completely and more naturally than our current style of definitions, which is simply a slot-and-filler frame, often containing cryptic information.

(8) We also plan to investigate the possibility of using the OpenCYC KB to serve as one source of general background information. OpenCYC is an open-source version of the CYC knowledge “server”, containing a large collection of “commonsense” information and reasoning rules. If usable and compatible with SNePS, it would greatly facilitate the development and encoding of prior knowledge.

(9) Finally, we plan to replace SNePSwD by AutoBR [76]. SNePSwD was used to partially automate the revision of hypothesized definitions. AutoBR is a newer version of SNePS’s belief-revision system that should allow more automated updating of hypotheses.

---

7OpenCYC = [www.opencyc.org/]; CYC = [www.cyc.com/].
5.2 Curriculum development and evaluation  Our pilot project helped us see progress and accomplishments, as well as mistakes and omissions. These insights helped us clarify the specific tasks we need to accomplish. We made significant progress (a) developing procedures for collecting think-aloud protocols as students apply CVA, (b) identifying specific context clues readers use for CVA, (c) scaling the reader’s sense of an unknown word’s meaning, and (d) broadening (significantly beyond extant published findings) observations on CVA reasoning processes. We still have much to do, however, before presenting a CVA curriculum. (1) We will complete our analysis of the think-aloud protocols we have collected from good readers. Our analyses have so far revealed numerous important reasoning and cognitive processes used during CVA by good readers (including frequently occurring non-productive strategies). In conjunction with the definition algorithms, these think-aloud findings will significantly influence not only the theory of CVA, but also instructional methods for CVA. (2) We will build and evaluate a CVA curriculum designed to help students increase knowledge of word meanings, leading to greater STEM reading comprehension and content learning. The curriculum will be based on our algorithms and will use teacher-modeled protocols that will be practiced by students with the teacher, in small groups, and alone.

5.2.1 Year 1 goals: (1) Develop further knowledge of the specific reasoning processes readers use for CVA, by (a) further think-aloud-protocol collection, (b) using Cassie’s algorithms, and (c) broadening our literature review to include comprehension monitoring, strategic reading comprehension, cognitive science, and critical thinking. (2) Determine the effects on CVA processes of variation in readers’ depth of knowledge of the concept the hard word signifies. (3) Determine the effects on CVA processes of variation in the grammatical category of hard words. (4) Continue planning and designing the curriculum.

Year 1 tasks to accomplish these goals: (1) We will continue analyzing think-aloud protocols to study the interaction of context, reasoning, language, and prior knowledge in CVA. We will continue collecting think-aloud protocols from readers as they apply CVA strategies, but hone our data collection five ways: (a) Collect protocols from both skilled and less-skilled readers to sharpen our focus on productive CVA reasoning processes. (b) Help readers identify important text segments to determine the reasoning that students are/are not able to deploy when directed to do so. This may be a productive teaching technique in our curriculum. (c) Explore the value of retrospective think-alouds (students listen to tapes of their think-alouds while re-reading text). (d) Collect protocols on verbs and adjectives. (e) Collecting and transcribing protocols is time-consuming and limits the number of subjects from whom data may be collected. We will experiment with the techniques and value of readers logging their CVA reasoning, prior knowledge, and language processes in a “lab notebook”. (2) In the spring of Year 1, we will actively begin to build our CVA curriculum.

5.2.2 Year 2 goals: We will conduct quantitative experimental research studies to evaluate the draft version of our curriculum. On the basis of the results of these experiments, we will revise the draft version into the “beta” version, which, in Year 3, will be experimentally tested head-to-head with other accepted methods of teaching context clues and vocabulary.

Year 2 tasks: (1) Completing draft instructional materials, (2) designing and validating instructional and experimental tests, (3) conducting an experimental evaluation study of the effects of our curriculum, and (4) conducting experiments to study variables associated with success in using CVA.

Curriculum rationale and goals: In a Blondie comic strip years ago, Dagwood’s young neighbor Elmo asked why school taught so many different words for things he already knew and for which he already had a perfectly good word: “I know ‘fast’; why do I have to learn ‘quick’, ‘rapid’, and ‘speedy’?”. Little did Elmo realize that when a reader does not know the meaning of a word in a text, comprehension may fail. So, if Elmo knows only the word ‘fast’ when reading a text using ‘quick’, ‘rapid’, or ‘speedy’, he may not comprehend—unless the context leads him to associate these words with the concept “fast” he already knows. Not every encounter with an unknown word leads to poor comprehension, but many do. In cases where the reading is for pleasure, the reader may choose to ignore the word and just read on. But where comprehension is important—STEM reading—readers would be wise not to skip unknown words that affect comprehension. This makes CVA important. Further, learning new things and the words that signify them increases or restructures knowledge; also larger vocabularies are valued socially and for communication.

Our CVA curriculum has 6 goals: to increase (1) reading comprehension, (2) word consciousness, (3) CVA strategies, (4) meaning vocabulary, (5) assessments of hypothesized meanings of hard words, and (6) interest in words.
Concepts (things): Several factors affect CVA: the reader’s (1) cognitive awareness of encountering an unknown word (word consciousness), (2) ability to find supportive context clues in the passage, and (3) ability to connect reasoning, language facility, and prior knowledge to these clues. Prior knowledge includes how much the reader knows about the thing signaled by the unknown word (§2.1). Context is best for helping readers learn words they do not know for things they do know. Thus, most words used in a CVA curriculum should signify things students already know. Earlier (§2.1), we defined these as levels 2–4 and some level 5. Like Elmo, one might ask why learning words for things already known is important. An explanatory example: Knowing the two lines between nose and upper lip (the thing) makes it easier to use CVA to learn the meaning of ‘philtrum’ (the word), and when context allows readers to connect an unknown word to a known thing, text comprehension is likely to increase. Readers may also add a new word to their mental lexicon.

Words: Low-frequency, real words [15] will be used. They will be pre-tested to assure appropriateness for students in the study. Our think-aloud research has found that use of nonsense words does not hinder students’ application of context clues or reasoning, so we may occasionally use nonsense words—but only for instruction, not for research evaluation purposes. The words used will signify things that are at levels 2–4. We will also use level-5 concepts, but the supporting context must provide a link between the unknown concept and the prior knowledge required to learn the concept and its word. Level-6 concepts will be used rarely.

Reading passages: A frequent criticism of CVA research is that texts used are contrived, thus lacking in generalizability. As in our pilot project, all texts used in teaching and research will be authentic, expository texts from STEM textbooks, magazines, brochures, books, reports, websites, etc. To learn a word, one usually needs to encounter it in more than one text. As in our pilot project, we will use text-sets of 3–8 short passages, each passage in a text-set including the same unknown word.

Instructional components: We will show students how to (1) focus attention on a hard word in a text (word consciousness) and the relevant textual clues, (2) connect these clues with their language knowledge, reasoning processes, and prior knowledge in order to (3) hypothesize a meaning for the unknown word. Students will also learn to (4) assess their confidence in this meaning to determine if they need to search elsewhere for a definition. Space prohibits describing each component, so we focus on the major difference between our program and other CVA programs—component (2): connecting reasoning processes, language knowledge, and prior knowledge to context clues.

More than 85 years ago, [86] described reading as a “reasoning process”: “understanding a paragraph is like solving a problem . . . selecting the right elements and putting them together in the right relations”. Most CVA research (e.g., [25,46,85]) has focused on “selecting the right elements” and on practice. In our curriculum, we will identify “the right elements” (e.g., [3,21,22,83]) and provide practice, but more important is helping students “put them together”, i.e., connecting these “elements” (context clues) with reasoning strategies, prior knowledge, and language knowledge.

It is this focus on connection that differentiates our research and teaching methods from almost all previous CVA programs and studies. All four instructional stages of our curriculum will connect reasoning and language to context and prior knowledge.

Reasoning: In our initial analyses of think-aloud protocols (which needs further work), we found several forms of reasoning applied by good readers: visualization; summation; association; clarification; comparison/contrast; questions; predictions; anaphora; and deductive, inductive, and abductive thinking.

Language knowledge: Our pilot project found that readers use certain language knowledge for CVA, e.g., words in a series, question-answer patterns, cause/effect parallelism, and comparison/contrast patterns (cf. [2,3]).

Prior knowledge: To accommodate students’ prior knowledge, words in our curriculum will be unknown by students, but they will most likely know the thing the word signals (e.g., two lines above nose/’philtrum’).

Major instructional stages: Instruction will progress through four stages in the curriculum. (1) From teacher modeling by think-alouds to (2) teacher scaffolding the class to (3) peer-group think-alouds and discussions to (4) students independently applying CVA strategies with teacher monitoring and assessment.\footnote{As it happens, this follows [61]’s developmental stages.}

Teacher modeling by thinking aloud: Unlike teaching the concrete algorithms for long division or the stages of a lunar eclipse, directly teaching someone how to reason is not possible. The closest approximation to teaching someone how to reason is for teachers to model such reasoning by thinking aloud as they apply CVA strategies. Teacher modeling is effective for enhancing comprehension and comprehension monitoring of older readers [58,92]. In our research review, we found few studies that explicitly used think-aloud techniques for teaching CVA. In [29], the teacher “modeled the process of word-meaning acquisition and guided students through the process” for 5 remedial readers in a 1-1 situation, but no specific description of this modeling or guidance is ever presented. In our curriculum,
teachers will model the identification of context clues in a text, but, more importantly, they will model how they connect these clues to reasoning processes, prior knowledge, and language facility to hypothesize possible meanings for unknown words. Further, students will use think-aloud methods themselves in large and small groups.

**Scaffolding**: ‘Scaffolding’, a Vygotskian term, means that teachers will assist the whole class in learning CVA strategies. There are two stages to the scaffolding. First, students will independently keep a “lab notebook”, logging the CVA strategies they used to develop their hypotheses about the meanings of hard words. Second, using the logs, they will share their reasoning with peers as the teacher helps them develop, evaluate, and test their hypotheses by directing, monitoring, suggesting, and letting discussion flow. Teacher scaffolding will gradually decrease.

**Peer groups**: Again, students will first independently log CVA strategies in their lab notebooks; then, working in groups of 4–6, they will mutually think aloud as they develop, evaluate, and test their hypotheses. Similar to [26]’s peer-group cues for reading comprehension, specific visual prompts will be provided to help the group focus its attention on context clues and reasoning processes. Peer-group sessions will continue for 3 weeks. Discussions and think-alouds in peer groups during reading comprehension lead not only to better comprehension of the text read and discussed, but students also further develop comprehension strategies [26]. Think-alouds in peer groups should also facilitate CVA. Throughout this stage, peer-groups will assess their confidence in their hypotheses of the word’s meaning; this will be done to help students see that they may need to revise their hypotheses. Our curriculum will break new ground in teaching CVA; think-aloud techniques will be used by both teachers and students.

**Independent application of context clues and self-assessment**: Developing word consciousness requires not just instruction, but repeated practice. In our curriculum, students will apply CVA strategies independently for several weeks, with intermittent peer-group sessions.

**Overview of the experimental study**: Before describing the materials, tests, dependent variables, and data-analysis techniques of the study, we briefly overview our experimental design and procedures.

**Summary of design**: Two questions guide this study: (1) Does our curriculum improve CVA and comprehension? (2) Is student reading ability associated with learning in our curriculum? In general, the study uses a 3 x 4 ANOVA design. Reading ability is the first factor: skilled, average, and less-skilled readers (see “Students”, below, especially comments regarding low-ability students). Treatments is the second factor: our curriculum, practice only, pre-test/post-test control, and post-test-only control (see “Treatments”). We will construct measures of 8 dependent variables to test the effects of reading ability and treatments (see “Test” and “Dependent Variables” sections). Most of our analyses will be separate 3 x 4 univariate ANOVAs for each dependent variable, but in a secondary analysis to determine the effects of curriculum learning over time, we will group 3 dependent variables for a 2 x 4 x 5 (time) MANOVA (see “Data Analyses”). We will also compare pre- and post-instruction CVA think-aloud protocols from 3 students at each of the reading-skill levels in each treatment group except post-test-only.

**Teachers**: In Year 2, CVA researchers will teach the curriculum, to gain first-hand experience that will be useful in revising the draft curriculum. In Year 3, regular teachers will teach the curriculum, to establish ecological validity.

**Students**: Intact, grades 6–8 classrooms will be used in Year 2. The study’s focus will be skilled readers with scores on a standardized reading test at ≥ 67th percentile and average readers with scores between 37th and 66th percentile. Because we will use intact classrooms, less-skilled readers (who read below the 37th percentile) will be exposed to the curriculum. They will have major word-recognition difficulties that diminish comprehension [28,42]; this in turn interferes with CVA. To assure sufficient comprehension for CVA, Goerss et al. [29] often read texts to their remedial students. After collecting and analyzing the data from our study, it may be found that data from less-skilled readers are not valid and should be excluded. If so, the main design will be a 2 x 4 ANOVA.

**Treatments**: This experiment will have 4 treatments. (1) **Curriculum**: Our 10-week curriculum will be based on (a) teachers thinking aloud to model their own CVA strategies, (b) teachers scaffolding the entire class to think aloud while using CVA strategies, (c) peer-group sessions where students in groups of 6 use think-aloud while using CVA strategies, (d) individual students’ independent applications of CVA strategies. Curriculum students will also complete an instructional transfer passage and tests each day. (2) **Practice only**: Each day for 10 weeks, the practice-only group will read the same set of practice and transfer passages used by students in the curriculum, but without teacher modeling, instruction, practice thinking aloud, or small-group work. Independently, they will (a) read each passage in the instructional text-set, (b) use context to hypothesize the hard word’s meaning, and (c) complete each day’s instructional transfer passage and tests. (3) **Pre-test/post-test-only control group** will receive no instruction, but complete all pre- and post-tests. (4) **Post-test-only control group** will complete only the last post-test.
Goal 1. Develop instructional materials: Major materials are a teacher’s guide, student text, and reading passages.

Teacher’s guide: We will prepare a comprehensive guide with two main sections: (1) important and useful background information on the development and teaching of meaning vocabulary; (2) an instructor’s guide to help teachers deploy the curriculum.

Student instructional text: We will prepare a student text that provides an introduction to indirect and direct methods of learning meaning vocabulary, instructional guidelines emphasizing the scientific method of hypothesis development and testing, and STEM passages with unknown words (see next section).

Instructional and transfer passages: Recall, the Year 2 evaluation study is designed (1) to determine if our curriculum has any instructional merit at all and (2) to allow us to test our instructional methods, materials, tasks, and assessments. In Year 3, we will evaluate our curriculum’s instructional validity in controlled experiments comparing it head-to-head with other accepted vocabulary-instruction programs.

Instructional passages: There will be 50 text-sets for instructional purposes, one per day. Text-sets will consist of 3–8 passages of 20–200 words, each passage within a set containing at least one instance of the same hard word; hard words will vary in degree of concept difficulty. Passages in text-sets will vary in their sources and topics.

Instructional transfer passages: Concluding each instructional day, students will read a different, short (< 100-word), instructional transfer passage with one hard word varying in concept difficulty from levels 2 to 4, which will not be identified before reading or graphically highlighted in texts. Each passage will be accompanied by 6 tests to measure comprehension and word meaning (see “Goal 2” and “Dependent Variables”).

Research transfer passages: To evaluate the effects of the curriculum, students will read a different research transfer passage as a pre-test and as post-tests 1 day, 1 month, and 2 months after instruction. Each research transfer passage will be 700–1,000 words and contain 20 hard words; 18 of the hard words will vary in concept difficulty from levels 2 to 4, 2 words will be level 5. Each passage is accompanied by 6 tests of comprehension and knowledge of the hard words (see “Goal 2”).

Goal 2. Develop tests for instructional assessment and program evaluation: For teachers to assess student progress and for us to evaluate the curriculum, 8 tests will be developed. All 8 will be dependent variables in our Years 2 and 3 evaluation studies. The first 6 tests will be integrated into daily instruction: (1) reading comprehension, (2) word consciousness, (3) incidental sense of the meaning of hard word(s), (4) confidence in hypothesized word meaning, (5) deliberate sense of the meaning of hard word(s), and (6) ability to keep a log of reasoning processes, prior knowledge, and language knowledge used to hypothesize a meaning for a hard word. Vocabulary in isolation (7) is a measure of students’ knowledge of the meanings of the 180 hard words presented in this study and will be administered 5 weeks before the pre-test and as part of the last post-test. The final dependent variable is (8) the inter-subject convergence on a meaning for the hard word (the degree to which students’ theories of the meaning of a hard word converges). Each of these tests is described next:

Test 1. Reading comprehension: The most important reason for CVA is to improve reading comprehension. After reading each day’s transfer passage, students will be given 4 multiple-choice or short-answer questions, the answer to one always depending on understanding a phrase, clause, or sentence containing the hard word. For pre/post-test transfer passages, there will be more comprehension items, and the answer to 10 items will always depend on the information in a phrase, clause, or sentence containing the hard word.

Test 2. Word consciousness: A CVA curriculum surely must help students recognize when they encounter words in a text whose meaning they do not know. This is not something that all readers readily do [29,33,34,45,68]. To determine the development during instruction and long-term effects of the curriculum on word consciousness, word consciousness will be tested on the pre-test, the 50 daily transfer passages, and on the 3 follow-up evaluations. Word consciousness will be measured by providing students a list of words that always contains some easy words students have definitely read recently, the hard word(s) from the transfer passage, and—as validity checks—some rare or nonsense words. Students will check all those words they have recently seen in print.

Test 3. Incidental sense of hard word’s meaning: Though not the curriculum’s purpose, it is certainly expected that students learn some hard words used in instruction. Previous studies estimate that 5%–22% of unknown words encountered during reading are learned incidentally [55]. After reading the transfer passage and without referring to it, students’ theories of the meaning of a transfer passage’s hard word(s) will be tested one of three ways: (a) multiple-choice tests in which the distracters (the multiple-choice items that are not the desired response) vary in degree of similarity to the target word, (b) multiple-choice item(s) where the student identifies which of 5 complete sentences uses the word accurately, and (c) written definition(s). The multiple-choice vocabulary tests conform to [56]’s 3
levels of distracters: *Lowest-level* distracters denote concepts different and unrelated to target word; part of speech is different. *Intermediate-level* distracters share the same part of speech, but differ significantly from the target word in the concepts they represent. *Highest-level* distracters represent similar or closely related concepts. These tasks vary in difficulty from easy to difficult. On pre/post-tests, both high-level multiple-choice items and written statements of meaning hypothesis will be used. During the duration of the curriculum, there will be a gradual progression from easy (e.g., low-level vocabulary test) to moderate (e.g., high-level or sentence multiple-choice) to most difficult (i.e., writing a theory of the word’s meaning).

**Test 4. Assessing confidence in theory of meaning of hard word:** With CVA instruction, students should become better able to judge how confident they are in their hypothesis of the meaning of a hard word they have encountered. We will measure this confidence after the reading of all transfer passages, on a simple rating scale of 0–5 (0 = no confidence).

**Test 5. Deliberate sense of meaning of hard word:** Test-3 tests students’ incidental learning of a hard word from CVA when the transfer text did not highlight the hard word and students were not told to attend to the word. Test-5 will again test the student’s ability to hypothesize the same hard word’s meaning, but this time a second copy of the transfer text will highlight the hard word, and students will be directed to write their hypothesis of the word’s meaning.

**Test 6. Lab-notebook recording of CVA strategies used:** After Test 5, students will keep a lab notebook logging the reasoning processes, prior knowledge, and language knowledge used to form their hypothesis of the meaning of the hard word. They will do this for each word on the daily transfer passages, and for a selected set of 5 words on the pre/post-test transfer passages. The dependent variable will be measured by a rating of 0–4 of the depth and quality of the processes stated.

**Test 7. Vocabulary in isolation:** This test will consist of the 50 hard words from instruction, the 50 from the instructional transfer passages, and the 80 from the pre/post-tests. The high-level multiple-choice format will be used. Number correct will be the measure of the dependent variable. This will be administered once as a pre-test and once as the last post-test.

**Test 8. Inter-subject convergence on hypothesized meaning of hard word:** We found in our pilot project that when groups of readers read text-sets containing a hard word, many members of the group converged to a similar hypothesis about its meaning. We have not yet developed a way of scoring this dependent variable, but we have observed this convergence in our protocols and in our own attempts to derive hard words at research-team meetings.

**Goal 3. Curriculum evaluation:**

**Dependent variables and procedures:** These 8 tests are the dependent variables in our research design. The table provides an outline of the time frame of the experiment (Weeks 1–25). It shows the instructional activities and transfer tests (daily and post-test) for the 4 groups as well as when the tests will be administered to each of the 4 groups over the course of the experiment as measures of the dependent variables.

<table>
<thead>
<tr>
<th>Week</th>
<th>Curriculum Treatment</th>
<th>Practice Only</th>
<th>Pre/Post</th>
<th>Post Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Test 7: Vocabulary in Isolation</td>
<td>Same</td>
<td>Same</td>
<td>Nothing</td>
</tr>
<tr>
<td>6</td>
<td>Pre-test Transfer Passage: Tests 1–6</td>
<td>Same</td>
<td>Same</td>
<td>Nothing</td>
</tr>
<tr>
<td>7-16 (Each of 50 Days)</td>
<td><strong>Instruction:</strong> Modeling → scaffolding → peer groups → independent; Daily transfer text: Tests 1–4 &amp; (with highlighted text) Tests 5–6</td>
<td><strong>Instruction:</strong> None, but complete instructional texts; Daily transfer text: Tests 1–4 &amp; (with highlighted text) Tests 5–6</td>
<td>No instruction, no practice</td>
<td>No instruction, no practice</td>
</tr>
<tr>
<td>17</td>
<td>Post-test 1 transfer text: Tests 1–6</td>
<td>Same</td>
<td>Same</td>
<td>Nothing</td>
</tr>
<tr>
<td>21</td>
<td>Post-test 2 transfer text: Tests 1–6</td>
<td>Same</td>
<td>Same</td>
<td>Nothing</td>
</tr>
<tr>
<td>25</td>
<td>Post-test 3 transfer text: Tests 1–6 Test 7: Vocabulary in Isolation</td>
<td>Same</td>
<td>Same</td>
<td>Same</td>
</tr>
</tbody>
</table>

**Data analyses:** As described earlier, the main portion of our data analysis will be a 3 (reading ability) x 4 (treatments) ANOVA design. We will use this design to analyze average scores on each of the 8 dependent variables. (If the data from low-ability students are not valid due to inability to read the words of the passage, their data will be omitted, and the main analysis will be a 2 x 4 ANOVA.) The analyses of the pre-test scores will be a 3 x 3 design (not including the post-test-only group, since they will have no pre-test scores). A secondary analysis will be a 3 x 2 x 5 MANOVA with repeated measures on the third factor. The factors included will be reading level, treatments (excluding the 2 control groups in this analysis), and time. The time factor will be the five 2-week segments of the instruction (i.e., weeks 1–2, 3–4, . . . , 9–10) and is a repeated measure. The dependent variables will be reading-comprehension, word-
consciousness, and sense-of-word-meaning scores averaged for each of these five 2-week segments. A significant interaction is hypothesized, since it is expected that the rate of learning will be more rapid for the curriculum group than the practice-only group.

**Goal 4. Studies of variables associated with curriculum learning:** Several variables have been associated with vocabulary learning in past research. Student reading level is one such variable, and we will evaluate reading-level effects in our Year-2 evaluation study. Other variables thought important that we will research in experiments include student vocabulary size, student degree of knowledge of the concept identified by the unknown word, and part of speech of the unknown word. Space precludes a full description of these studies.

### 5.2.3 Year 3 overview:
Year 3, the project’s final year, is when we evaluate the validity of our curriculum head-to-head with other accepted vocabulary and CVA methods and programs. These will be controlled, quantitative experiments to see which leads to stronger CVA strategies, greater comprehension, and a better meaning vocabulary. They will be similar in design and conduct to the Year-2 study, but with different and additional instructional treatments.

**Goals for Year 3:**
1. To revise the draft curriculum in light of the results of Year-2 studies, and write the beta version.
2. To conduct experiments comparing the effectiveness of the curriculum to other context and vocabulary instructional programs. We will conduct experiments comparing the curriculum to both (a) instructional programs presented in previous research studies (e.g., [7,12,14,29,40,59,88]) and (b) commercially-produced vocabulary development programs such as *Word Smart Jr.* and *Wordly Wise*. More than one study will be conducted, comparing the curriculum to other established context and vocabulary-development programs in a variety of school settings. It is anticipated that most studies will be 2-way ANOVAs, with the first factor being reading level and the second being treatment. It is possible that the results of our Year-2 studies of student vocabulary size and student degree of knowing a concept may require us to control these variables in our studies, thus necessitating a more complex 3- or 4-way ANOVA.

### 6 Summary
We propose to conduct systematic cognitive, computational, and educational studies of CVA, both to understand how context does and does not operate as well as to teach students to be more efficient in their use of it. We have an unusual opportunity here to blend the talents of cognitive computer scientists and reading scientists to explore these issues. Determining how humans do (or should do) CVA is a research problem well suited for AI, cognitive science, and reading education. This application of AI will result in new knowledge about how humans do CVA, and make it possible to create better curricula and instructional materials for teaching CVA strategies in reading STEM—in turn increasing reading comprehension and learning. An essential goal of all education is to develop independent, proficient, and creative readers and learners. Most of the knowledge we need to communicate with the world is conveyed by words; therefore, helping students develop lifelong abilities to learn words and concepts from reading is important.


