Modality control of an active camera for an object recognition task
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Abstract

In this paper, we show an active object recognition sys-
tem. This system uses a mutual information framework
in order to choose the optimal parameters of an active
camera for recognizing an unknown object. In a learning
step, our system builds a database of all objects by means
of a controlled acquisition process over a set of actions.
These actions are taken from the set of different feasi-
ble configurations for our active sensor. Actions include
pan, tilt and zoom values for an active camera. For every
action, we compute the conditional probability density of
observing some features of interest in the objects to rec-
ognize. Using a sequential decision making process, our
system determines an optimal action that increase dis-
crimination between objects in our database. This pro-
cedure iterate until a decision about the class of the un-
known object can be done. We use the color patch mean
over an interest region in our image as the discrimina-
tion feature. We have used a set 8 different soda bottles as
our test objects and we have obtained a recognition rate
of about 99%. The system needs to iterate about 4 times
(that is, to perform 4 actions) before being capable of mak-
ing a decision.

1. Introduction

A very important task in robot navigation is object
recognition. This capability enables a robot to behave
autonomously. When a robot needs to identify a pre-
planified path or evading an object or any other mobile
object, this capability is essential[1].

An active camera is very useful in several robot
tasks, specially in navigation. For example, using this
sensor enables the robot to look the different objects
that exist in the neighborhood of its trajectory. A sur-

vey on active sensing has been done by Mihaylova et
al[5].

Actually there are many works that use mutual in-
formation framework to determinate the best action to
move a smart sensor in order to recognize some ob-
jects. We can see an application of mutual information
in the work of Denzler et al [3] [2]. Another works im-
plementing the sensor control for path servoing in robot
navigation are [4] [6].

In this paper, we present an active object recogni-
tion system. Our system recognizes a set of objects by
using mutual information to choose the best action for
an active sensor configuration in order to recognize an
object in a database.

The rest of this paper is organized as follows: In
section 2, we formulate the mutual information frame-
work for object recognition. Our system implementa-
tion is presented in section 3. Test and results for our
systems are shown in section 4. Final section (section
5) present our conclusions and the work to be done in
the near future.

2. Problem Formulation

The active nature of a sensor is very useful when the
robot tries to recognize an object. In his work, Denzler
[3] [2] proposed to use a smart sensor and choose suc-
cessive configuration in order to discriminate the ob-
ject in a learned database.

Using mutual information in object recognition en-
able us to reduce uncertainty and ambiguity between
objects. To take advantage of this framework, we have
to find an action that maximizes mutual information
between all feasible actions.

If we define z; as the estimated state for recogni-
tion of Q classes, k € {1,n}. At each step, we are
interested in computing the true state given an obser-
vation o;. According to the information theory frame-
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work, optimal estimation is given by an action a; that
optimizes mutual information. Mutual information is

defined as

I(zy;ai|or) = H(xy) — H(x¢|og, at) (1)

where H(-) denotes the entropy of a probability distri-
bution. Considering

() = — / pa2) log pla)de )

and equation 3, an optimal action a; that maximizes
mutual information is given by

ay = max I(x¢|oy, ar). 4)
at

3. System Implementation

We can divide the implementation of object recog-
nition in two parts: the learning phase and the recog-
nition phase. In Figure 1 we can observe the flow dia-
gram for the object recognition system.

Figure 1. Flow diagram of object recognition sys-
tem.

3.1. Learning phase

In this phase, the objective is to learn a conditional
probability density function database. These probabil-
ity functions must link actions of the active sensor to
objects in database.

We consider a set three different actions: pan, tilt
and zoom. These are the configuration values for an ac-
tive camera. As every parameter can take different val-
ues we can divide every configurable action into a set
of discrete values, that is, each action a; is defined as:

ar = (Pr,ty tho s Zk,t)T (5)

where pi,k € {1,n,} is a pan valuetr,k € {1,n:}
is a tilt value and zx,k € {1,n,} is a zoom value,
with n,,n¢,n, being respectively the number of dis-
crete steps for the ranges of pan, tilt and zoom val-
ues.

We can obtain several features of an object. These
features can be the size, form, chromatic intensity,
edges, etc. We use these features to characterize the ob-
jects in our database. In our system, we use the chro-
matic intensity for modelling objects in our database.
This feature was modelled by a gaussian probability
density function. Here we obtain three different gaus-
sian probability density function one for every RGB
color. Gaussian distribution takes into account gaus-
sian variations in illumination.

The Equation 6 represents a RGB intensity mean
vector. We use these values to characterize the object
in the database at a given active sensor modality.

In order to obtain the illumination distribution pa-
rameters, we compute mean and variance for several
runs under the same sensor configuration.

I.(p) =t L)
I | L) | == Li| () (6)
Ib(p) =0 Ib(l)

In Equation 6, I, represent the mean intensity for
each image. I; represent the intensity for each pixel of
that image. And n is the total quantity of pixels of the
image. With this values, we can compute the probabil-
ity of observing some characteristic of the object when
the sensor has been set to a given configuration.

Figure 2. Images of the objects in our database.

We used 8 different objects with similar properties.
These objects are shown in Figure 2. We obtained a
set of different images for each object. We use 30 dif-
ferent values for the pan, 5 values for tilt and 3 differ-
ent values for zoom. The process was repeated 8 times,
each time in a different position of the object. This
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I(zy; atloy) = // p(zt)p(ot|zt, at) log (0t|xt’at)d Ay, (3)

p(or, ar)

procedure let us to capture an object model including
distinctive properties. As we have taken images from
different viewpoints of each object, we can recognize
objects even if they show a different aspect from the
learned ones.

3.2. Recognition phase

In this phase we present the main objective of this
work: the active object recognition phase.

When we presented an unknown object (like the ob-
jects in Figure 3) from our database to the system,
a sequential process started. In the beginning, we as-
sume equal a priori probabilities for all class objects in
our database.

First, mutual information is computed as:

Z ek (7)

where the entropy ey is defined as follows:

_ P(Ci|Q 7a>
a) = ;P(cimk, a) log Tz'{;) (8)

To compute the mutual information we obtain the
best matching between current estimate state an the
observation made in this step. We look then the action
value aj that maximizes mutual information.

0(2, cla) =

afy = max Iy(£2, c|a) (9)

Finally we need to execute this action on the sen-
sor. Also we to update a priori probabilities Py for ev-
ery possible class. This reenforce probability of maybe
ambiguous class and in the other side, it will weaken
probabilities for non similar classes.

P(CQ|Qk, aO)P(Qk|a0)
P(colao)

This procedure iterate in a sequential way until that

system obtain the probability of the most probable

class. This probability have to exceeds a given certainty
threshold.

Py =

(10)

4. Test and Results

In this section we are going to present tests and re-
sult of our implementations.

In Figure 3 we can see the objects that we use for
make this test. The first is the object that the system
learn. And the other image is the same object with per-
turbations. We use a label to make this perturbation.

We presented this alterate object to system in the
execution of an object recognition procedure and the
results are shown in Figures 4 and 5. In this figures
we can observe that system oscillates between two ob-
jects classes for the test inmage: the correct one and
other with similar features. In Figure 4, the system de-
cided to assigned the correct class label (Some small
probability is given to object type 8).
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Figure 4. Recognition of object 1.

In other system run, the object was identified as one
of type 8. In this case, the system gives a grater prob-
ability to object type 1 than that given to object 8 in
the previous case. This situation is shown in Figure 5.
We can get some important conclusions from test re-
sults in Figure 5. We can take more insight into the
behavior of our system. We can observe that our sys-
tem assigns a large probability to object type 1 in the
beginning of the recognition step. However, this prob-
ability decreases and guides the system to decide for
other object with similar features. In this case, the ob-
ject type 8 is the object that have better similarity with
the unknown object.

This test was run several times and approximately
50% the object was recognized as belonging to class
type 8. An important feature is that system only oscil-
lates between the real object belonging to class 1 and
the object belonging to class type 8.
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Figure 3. Models used in this test.

Figure 5. Recognition of object 1 as object 8.

5. Conclusion and Perspectives

In this paper we have presented an object recogni-
tion system that have a good recognition rate (99%). It
achieves this recognition rate even if it is sensitive to il-
lumination changes. Another problem presented by the
system is when the object appearance changes from the
learned appearance.

Our future work will be directed towards:

e Increasing the number of features to take into ac-
count. With this increase, we could recognize ob-
jects in a more reliable way.

e Implementing the use of a kind of active handler
in combination with the active sensor. We can use,
for example, a turntable like active handler. This
active handler will help in the recognition phase
to let system choose pairs views-actions where the
object can be recognized more easily.

e Modelling the conditional probability functions of
normal distributions by using fuzzy logic rules
could be useful in two issues: firstly, it could save
amounts of memory because we could store the
probabilities functions as a set of fuzzy rules. The
other advantage is to implement non parametric
conditional functions for the pairs objects-actions.

e Using a more suitable color space in order to over-
come illumination problems during outdoor visual
navigation.

e Finally we can extend this method for its appli-
cation to landmark recognition in visual naviga-
tion.
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