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Visual servoing and appearance for navigation

Raquel F. Vassalloa,b, Hans J. Schneebelia, José Santos-Victorb,∗
a Departamento de Engenharia Elétrica, Universidade Federal do Espı́rito Santo, Vitoria/ES, Brazil

b Instituto Superior Técnico, Instituto de Sistemas e Robótica - Torre Norte, Av. Rovisco Pais, 1, 1049– 001 Lisboa, Portugal

Abstract

We address the problem of visual-based navigation of a mobile robot in indoors environments. The robot control system
is based on a single camera to provide the required visual feedback information. The control strategy merges two distinct
paradigms that appeared recently in the technical literature, in order to provide the robustness and computation speed needed
for closed loop control. On one hand, we servo on the vanishing point defined by the intersection of the corridor guidelines.
This mode is used for the heading control and ensures that the vehicle moves along corridors. On the other hand, we use
appearance-based processes to monitor the robot position along the path and to launch different navigation tasks (e.g. turn left,
enter door, etc.). The combination of visual servoing techniques that provide stable control loops for specificlocal tasks, and
appearance-based methods that embed a representation of the environment at alargerscale, results in extended autonomy even
with modest computational resources. Preliminary tests have shown encouraging results, as discussed in the paper. © 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction

The autonomy of a robot is intimately connected to
its ability to perceive the surrounding environment and
react to dynamic changes while performing a speci-
fied task. Examples in navigation include controlling
the robot orientation and velocity, detecting obstacles,
going to a point, etc.

Although vision can provide a rich description of a
robot workspace, earlier research was focused on par-
tial or full reconstruction of the 3D structure of the
scene before taking any action. In spite of the fact that
we have witnessed an impressive increase of the avail-
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able computational power in the past few years, to-
gether with the advance of new vision algorithms and
techniques, the reconstruction approach is still a diffi-
cult, demanding problem, hardly suitable for real-time
navigation.

Since the early days of active vision [1,3] it be-
came clear that for some visual tasks one could profit
from exploiting the structure of the specific problem
to handle, together with the definition ofcustomized
algorithms to increase both the system robustness and
speed. Typically it corresponds to sacrificing the gen-
erality of the reconstruction paradigm by specific vi-
sual measurements (in some cases imprecise or quali-
tative) relevant to a precise problem. Additionally, one
would use vision in a morecontinuousway [13] to
control the actions of a mobile agent.

This approach has led to working systems (see [15]
for example) and a suitable framework was defined to
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Fig. 1. The corridor guidelines intersect at the vanishing point at
the horizon line.

study some of these problems [5]. However, it faces
difficulties in dealing with problems involving global
tasks or coordinate systems, like going to a distant
goal.

In this paper we use a priori knowledge about the 3D
scene where the robot operates, together with a purpo-
sive definition of the navigation task to be solved. A
vision-based control system is used whenever a con-
tinuous stream of image features can be extracted from
the video sequence. This is done by servoing on the
vanishing point defined by the intersection of the cor-
ridor guidelines, observed by the robot camera [11].

In terms of projective geometry, these lines intersect
at a point in the line at infinity belonging to the ground
plane [6,8]. This point at infinity should remain con-
stant, provided that the camera orientation does not
change. Hence, the control objective is to keep the
vanishing point under fixation. As desirable, this tech-
nique does not require any knowledge of the camera
calibration parameters. Fig. 1 illustrates the view of a
corridor captured by the on-board camera.

As discussed earlier, visual servoing alone can
hardly cope with more global navigation tasks that
require the existence of some kind of map or internal
representation of the environment. Appearance-based
techniques offer an alternative solution for transform-
ing pre-stored images into motion commands [2,12].
Here we use such techniques as an implicit topolog-
ical description of the environment, that is used to
monitor the robot progress along the task.

A simple office environment can be described by
a graph-like structure representing hallways, office
doors, lifts, and other relevant environmental features.

Links in the graph correspond to trajectory segments
where visual features are available for visual servo-
ing (such as the corridor guidelines). Progress can
be monitored using appearance-based methods, sim-
ply by comparing previously stored images against
acquired views. Nodes in the graph occur whenever
decisions are required, like turning left, entering a
door or picking up an object.

Similar methods have been proposed in the past. In
some cases it was assumed that image features were
always available thus providing the necessary input
to the visual servoing system (see [4,10,14], for ex-
ample). In other cases, the use of appearance meth-
ods alone does not exploit the full geometric struc-
ture available for servoing [2] and may impose heavier
computational requirements on the whole system.

While the robot is moving along a corridor, the
navigation system controls the angular velocity based
on the images acquired by the vision system. Mean-
while, the appearance-based system providesqualita-
tive measurements of the robot position, thus moni-
toring the progress of the overall mission. Once cer-
tain relevantpositions are attained, other navigation
behaviors are launched. This is done by an onboard
computer, that runs the tasks of image processing and
determines the changes of the robot angular velocity.
The control sequence consists of the following opera-
tions:
• image acquisition;
• detection of the corridor guidelines;
• calculation of the vanishing point and lines orien-

tation;
• determine the angular velocity command using a

controller driven by the image-based error signals;
• monitor the robot progress along the task relying on

appearance-based methods and determine if special
decisions need to be taken.
Because of the simplicity of the line detection pro-

cess and the vanishing point determination, the image
processing is quite fast and robust, as explained in the
next section.

The experiments described in the paper were
made with a TRC Labmate platform from HelpMate
Robotics Inc. The processing was done in 192× 144
grayscale images captured from a Sony pan-tilt camera
installed on the robot, and a DT3852 frame grabber.
Communication between the base motion controller
and the main computer is done via a serial link.
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Fig. 2. Robot and world (ground) coordinate frames, and the degrees of freedom identifying the robot position and orientation relative to
the world frame.

This paper is organized as follows: Section 2 de-
scribes the geometric foundations related to the van-
ishing point determination and the servoing strategy.
In Section 3, we show how appearance-based methods
can be used for extending the autonomy achieved by
servoing methods alone. The main experimental re-
sults are also included in this section. Finally, in Sec-
tion 4, we draw some conclusions and final remarks.

2. Servoing on the vanishing point

In an indoors environment one has to often navigate
along corridors to go to a different room to perform
a task. For this reason, the ability to extract the vi-
sual information required to navigate along corridors
is quite important [11]. Our system uses the informa-
tion on the corridor guidelines for motion control.

We consider the robot and ground coordinate frames
as shown in Fig. 2. The robot has 3 degrees of freedom
defined by its position on the ground plane and the
heading direction,(xr , yr , θ).

As shown in Fig. 2, the corridor guidelines can be
defined by the points:

line r1 : (x1, y1) = (0, 0), (x2, y2) = (0, 1);
line r2 : (x3, y3) = (d, 0), (x4, y4) = (d, 1), (1)

where d denotes the corridor width. Any pointWP

expressed in the world coordinate frame{W } can be
expressed in the robot coordinate frame{R} through
a rotation matrixRRW and a translationWPOR:

RP = RRW(WP − WPOR),

RRW =
[

cosθ sinθ

− sinθ cosθ

]
, (2)

whereθ is the robot heading direction. We can then
define a collineation on the projective space relating
points expressed in the world coordinate frame and the
same points expressed in the robot coordinate frame:1

RTW =




cθ sθ 0 −xrcθ

−sθ cθ 0 xrsθ

0 0 1 0

0 0 0 1


 , (3)

wherexr denotes the robot position along the corridor
x direction. The position along they axis is set to zero,
as it is irrelevant for this analysis.

We further assume that the camera coordinate
frame{C} differs from the robot coordinate frame by
a pitch-angle,p, measured downwards, and a vertical
translation byh (height), as shown in Fig. 3. The
robot-to-camera coordinate transformation,CTR is
given by

CTR =




1 0 0 0

0 −sp −cp hcp

0 cp −sp hsp

0 0 0 1


 . (4)

1 To simplify the notation we use (sα, cα) to denote ( sinα, cosα).
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Fig. 3. Robot and camera coordinate frames differ solely by a
rotation about that camerax axis-pitch,p, and a vertical translation
of h.

Now that we have all the information to express the
ground plane points on the camera coordinate frame,
we can determine the image projections using the
pin-hole camera model. The projection is achieved by
the following camera matrixiTC :

iTC =




Su 0 u0 0

0 Sv v0 0

0 0 1 0


 , (5)

where Su, Sv, u0 and v0 are the usual camera in-
trinsic parameters. In the remaining part of the pa-
per, we assume that the image coordinate system
is centered on the principal point, i.e.(u0, v0) =
(0, 0).

Using all the coordinate transformations defined
above, we can finally express the overall coordi-
nate transformation from the ground plane points
(wx, wy, wz) to the image projections(ix, iy):




λix

λiy

λ


 = iTW




wx
wy
wz

1




with iTW = iTC
CTR

RTW .

Noting that all the points of interest lie on the ground
plane and thereforewz = 0, we can define a homog-
raphyiHW relating ground plane points and the corre-
sponding image projections:




λix

λiy

λ


 = iHW




wx

wy

1


 with

iHW =




Sucθ Susθ −Sucθxr

−Svsθ sp Svspcθ Sv(spsθxr − hcp)

−sθ cp cpcθ cpsθxr + hsp


 .

(6)

The transformationiHW depends on the robot head-
ing and position,(θ, xr ), and on the camera intrinsic
and extrinsic parameters. The corridor guidelines
equations can now be determined and the corre-
sponding image projections found. The projective
coordinates of both lines̃r1, r̃2 are given by the vector
product of the supporting points:

r̃1 ∼ ũ1 × ũ2 ∼ [1, 0, 0]T,

r̃2 ∼ ũ3 × ũ4 ∼ [1, 0, d]T,

where∼ denotes equality up to scale, andũ1 to ũ4 are
the homogeneous coordinates of the points defined in
Eq. (1). Similarly, the point at infinitỹu∞ where these
lines intersect can be determined in projective coordi-
nates by the vector product of the line representations:

ũ∞ ∼ r̃1 × r̃2 ∼ [0, 1, 0]T.

We can project̃u∞ onto the image plane using Eq.
(6) to get the vanishing point coordinates(ixv,

iyv):

ixv = Su

tan θ

cp

, iyv = Sv tanp. (7)

Eq. (7) shows that the horizontal coordinate of the
vanishing point depends on the robot heading,θ , on the
horizontal pixel size and on the camera pitch angle. It
does not depend on the robot position,xr . Therefore,
by servoingixv to zero, we ensure that the vehicle
heading is parallel to the corridor direction.

To extract information regarding the robot position,
xr , we need to look at the image projection of corridor
guidelines again and use information about the line’s
slope,mi , and interceptbi . In particular, the image
point where the lines cross the rowy = 0 are quite
meaningful:

b1

m1
= Su

spxr − sθ cph

hcθ

,

b2

m2
= Su

sp(xr − d) − sθ cph

hcθ

.
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Fig. 4. Top: change ofixv when the robot orientation changes. Bottom:δx as a function of the robot position.

If we take the average between these two coordi-
nates, it yields:

δx = 1

2

(
b1

m1
+ b2

m2

)
= Su

sp(xr − d/2)

hcθ

− Su tanθcp

= Su

sp(xr − d/2)

hcθ

− ixv cos2p.

The equations above show that the signalδx , that
can be extracted from the image projection of the cor-
ridor guidelines, conveys information regarding the
robot position error relative to the corridor center(xr −
d/2). However, it is also dependent on a second term
influenced by the robot heading. This coupled effect
can be removed either if the camera pitch anglep or
the camera parameterSv, are known. The parameter
Sv can be used to determine the camera pitch angle,
p, from iyv defined in Eq. (7).

Fig. 4 shows the evolution of the vanishing point
coordinateixv, when the robot is centered in the cor-
ridor and the orientation changes. Similarly, the same
figure shows howδx varies when the robot is suitably
oriented in the corridor (i.e.θ = 0) and its transver-
sal position changes (when the robot is centered in the
corridor, we havexr = 0.5).

In some cases, when the robot is located away from
the central trajectory in the corridor, using the vanish-
ing point alone to control the robot heading can result

in further deviating the robot from the central path.
This is due to the fact that we need to control both the
robotorientationandpositionwith only a single error
signal. To overcome this problem we use a combina-
tion of ixv andδx to determine the control signalθc:

θc(k) = θc(k − 1) − Kp(ixv + δx),

Kp ∼ 0.3. (8)

Fig. 5 shows a simulation of applying this control
law when the robot is started off the corridor cen-
ter and with an incorrect orientation. The top plot
shows the evolution of the robot position and orien-
tation when only the vanishing point information is
considered. The robot corrects the orientation but fails
to follow a central path in the corridor. On the bottom
plot, we show the results of introducingδx . The robot
corrects both the orientation and the position in the
corridor.

2.1. Extracting the vanishing point data

The corridor guidelines are extracted using the So-
bel gradient operator [8,9] and by imposing a set of
constraints to select the points of interest belonging to
the guidelines. The procedure used is as follows:
• Extract the vertical and horizontal image gradient

components.
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Fig. 5. Simulation of the robot control when only the vanishing
point is used (top) or whenδx is also included (bottom).

• Select the points that have significant horizontaland
vertical gradient information. This procedure keeps
only edge points that have diagonal directions.

• Separate this point set into the subsets of positive
gradient orientation and negative gradient orienta-
tion. Each set corresponds to one of the corridor
lines.

• Erode each image with a mask corresponding to
diagonal lines, to further eliminate data outliers in
the previous point sets.

• Use the selected points to robustly estimate the cor-
ridor lines, using Ransac [7], as the fitting proce-
dure.
Once the two lines are determined we calculate the

vanishing point. The deviation of the vanishing point

Fig. 6. Results of the line detection process.

from the central column of the image defines the error
signal, ixv, to drive the controller of the heading di-
rection. The result of the image processing described
above is shown in Fig. 6, where the lines detected and
the selected points are superimposed on the original
image.

Currently, we use a PID for the heading control,
while the linear velocity is kept constant indepen-
dently of the visual information. The current control
frequency is about 1 Hz. Another relevant aspect is
that we propagate the uncertainty information from
the edge localization errors all the way till the deter-
mination of the vanishing point coordinates. This un-
certainty measurement,σ 2

ixv
, can be used not only to

validate the extraction of the corridor guidelines but
also to modulate the control gains as a function of the
reliability of the visual measurements.

3. Extending the autonomy: Appearance-based
navigation

As mentioned earlier, by servoing on image features
alone it is hard to tackle navigation problems involving
a more global representation of the environment.

We extend the robot autonomy by implicitly em-
bedding a topological representation of the envi-
ronment based on appearance-based methods. The
representation can be seen as a graph. Links corre-
spond to trajectory segments where visual servoing
can be used. Nodes correspond to locations where



R.F. Vassallo et al. / Robotics and Autonomous Systems 31 (2000) 87–97 93

Fig. 7. Reference images{1st, 3rd, 5th, 7th, 9th, 11th} used for the appearance-based method.

special actions need to take place like turning, entering
a door, launching another navigation behavior, etc.

The progress along the links is monitored by using
a set of reference images acquired atmeaningfulposi-
tions along the path. The positions should correspond
either to areas in the workspace where some special
action can be undertaken (e.g doors, elevators, cor-
ners, etc.) or viewpoints where very distinctive images
can be acquired, thus being good landmarks for navi-
gation. During normal operation, the current image is
compared to the reference images, the best matching
indicating the approximate position of the robot. Fig.
7 shows a reference image set acquired along a corri-
dor in our research institute.

Fig. 8 shows an image acquired during the robot
operation and the result of the comparison (using the
SSD —sum of squared differences— metric) against
the reference image set.

The comparison of the current image and the refer-
ence set is supported by the causality constraint, i.e.
the reference positions are ordered according to the
direction of motion. This knowledge is usually avail-
able in the system. In case a failure occurs, the sys-
tem should start a more global localization procedure
which is not within the scope of this paper. The aim
of the appearance-based method is not to obtain ac-
curate position or orientation estimates. Instead, we
needqualitative information regarding the robot sta-
tus along the task that is sufficient to trigger further
actions. As an example, the final images in the corri-
dor are used to realize that the robot is located in a
corner and perform an adequate turn to proceed. Sim-
ilarly, one of such images could indicate that the robot
is close to the final destination, thus eliciting another
operating mode.

Fig. 8. Top: Image acquired along the trajectory. Bottom: Result of
the SSD computed between the candidate images and the reference
image set. The best match is obtained against the 4th image.

Fig. 9 shows some results obtained while maneuver-
ing in a corridor. We can observe the robot trajectory
recovered from odometry. As mentioned before, we
defined the control error as the horizontal deviation of
the vanishing point to the image center,ixv. The figure
also shows the temporal evolution ofixv and the cor-
responding standard deviation estimateσixv

; and the
heading angle over time.
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Fig. 9. Left: Robot trajectory during the maneuver (cm). Top right: horizontal coordinate of the vanishing point and propagated standard
variation estimate (both in pixels). Bottom right: robot heading (degrees) during the experiment.

We have tested the system in a simple indoor office
environment to show the potential of integrating these
two methodologies. The environment consists in a
set of corridors with office doors on the sides. We
have set the navigation goal to making a complete
tour of all corridors. Hence, the topological map can
be represented as in Fig. 10. There are 5 nodes in

Fig. 10. Topological map of the office environment. Nodes correspond to points where the robot must turn to another corridor. Navigation
along the corridors is done using the servoing strategy and progress monitored by the appearance-based approach.

the graph: the start and end positions and 3 inter-
mediate corners of the corridors. In each corridor
we use the servoing strategy as defined in the pre-
vious section. Simultaneously, theindicative robot
position is inferred from the appearance-based sub-
system. The corners (nodes) correspond to special
sites where a specific action must be taken. In this
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Fig. 11. Navigation results on an office floor. The full path consists of about 50 m. The integrated navigation system does not require
accurate position information or odometry information.

case these actions correspond to a clock-wise turn
of 90◦.

This idea can be extended to consider missions
like entering a given office. It would only require the
appearance-based system to identify the door and then
a suitable servoing strategy would be launched. A
complex environment can be mapped in such a way,
considering various levels of the graph. A node could
then be expanded to another subgraph and the robot
pursue to the following goal.

Fig. 11 shows the result of the integrated navigation
control system on our office floor. The images identi-
fying the corners are also shown. The full path length
is about 50 m and the mission was accomplished
without requiring accurate positioning or odometry

information. For visualization purposes alone we plot
the robot trajectory recovered from odometry. We
have used a simple linear model to correct odometry
errors along the corridors. This information is only
used for displaying.

4. Concluding remarks

We have addressed in this paper the problem of
visual-based mobile robot navigation using a single
camera and processing a sequence of grayscale images
captured during the robot motion.

The control strategy combines two different ap-
proaches. On one hand we servo on the vanishing
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point defined by the corridor guidelines as captured
in the image. This mode is suitable when a continu-
ous stream of image features can be extracted from
the video sequence, but it does not provide a means
for dealing with environment representation or global
tasks.

A qualitative representation of the environment
is implicitly embedded in the system by using
appearance-based methods for navigation. Images ac-
quired in relevant positions along the path are stored
initially. Then, during normal operation the system
compares the current image with the reference set to
approximately determine its position.

The environment “map” can then be seen as a graph
structure whose links correspond to paths where visual
servoing can be applied. Nodes indicate sites where
decisions are to be taken: turning, entering a door,
grasping an object, etc. The task execution is moni-
tored by means of the appearance-based methods. Vi-
sual servoing provides a robust way to performlo-
cal tasks while appearance-based methods embed the
environment representation required for more general
tasks. Preliminary tests have shown encouraging re-
sults. We believe that by combining these two power-
ful approaches, one can significantly extend the robot
autonomy without requiring accurate measurements of
the robot position and orientation.

Some problems remain to be solved and are out of
the scope of this paper. The most challenging idea is
to define a method to automatically extract the ref-
erence images that will be used as landmarks. Right
now, these images are acquired off-line at pre-defined
positions. Another aspect for future research is to find
more efficient image representations and associated
comparison metrics to improve both the speed and ro-
bustness of the appearance-based method.
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