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INTRODUCTION

Detects faces in an image

Subwindows
1616




INTRODUCTION

Features
Difference between rectangles




INTEGRAL IMAGE

Allows the features used by our detector
to be computed very quickly

The value of the integral
image at location 1 is the
sum of the pixels in rectangle
A. The value at location 2 is
A+B, at location 3 is A+C,
and at location 4 is
A+B+C+D. the sum.within

D can be computer as
4+1-(2+3).




INTEGRAL IMAGE

Compute i
S(X1y) = S(X1y'1) v I(X’y)

li(x,y) = ii(x-1,y) + s(x,y)
o 8(X,y) is the cumulative row sum, s(x,-1) = 0.
O |i(-1 ,y) =0




Adaboost

given a feature set and a training set of
positive and negative images

select a small set of features (
) and train the classifier (

)




Adaboost

Weak learner
Single feature

Weight

Update based on error

Strong learner
Combine weak learners

if prfr(x) < peb;
otherwise.




Adaboost --- example
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ADABOOST CASCADE

reject negative results

reduce the threshold to minimize false
negatives.
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POSIBILISTIC BOOSTING-TREE




EXPERIMENTAL RESULTS

Adaboost cascade

st a ge Right False
detection positive
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EXPERIMENTAL RESULTS
Adaboost cascade

st a ge Right False
detection positive

100 56
100 41
100 35
100 29
100
100
100
100
100
100

1
2
3
4
5
6
7
8
9

ok
=

200 training-images




EXPERIMENTAL RESULTS

Positivistic boosting-tree

2000 training samples
1000face, 1000nonface

637 samples 1389 samples

2000 trainingiimages




EXPERIMENTAL RESULTS

Positivistic boosting-tree

1 1: right detection 1 0: false nagetive
0 1: false detection 0 O: right rejection

11 10 01 OO
Train 838 162 189 811

test 100 O 67 33

2000 training images
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