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Abstract

AI advancements have spurred widespread adoption for various applications, but their black

box nature makes understanding their predictions challenging. In mission-critical systems,

such as face recognition for security/authentication or medical diagnosis, explainability/in-

terpretability is crucial for user trust and effective use. In this work, we address the problem

of explainability in deep networks using characteristic descriptors. We propose leveraging

these descriptors to explain model decisions, using Vision Language Model such as CLIP to

identify the presence of descriptors in an image and using that information to generate tex-

tual explanations. A concept bottleneck layer, which computes similarity between image and

descriptor embeddings, is baked into the model architecture to provide inherent and faithful

explanations. We apply the proposed method for face recognition and chest X-Ray diagnosis.

Existing work on explainable face recognition focuses primarily on visual explanations not

related to facial characteristic descriptors adopted in the forensic community, while in X-Ray

diagnosis prior work is focused on explainability using saliency maps or report generation.

By leveraging a curated set of facial descriptions used by forensic examiners for face recog-

nition, and descriptions used by radiologist for X-Ray diagnosis we align the images with

these textual representations using the CLIP model. Thus, our model offers a rationale akin

to those made by human experts, while also presenting counterfactual instances to elucidate

instances of failure. Moreover, our approach achieves comparable recognition/classification

performance to that of black-box models on several well-known datasets while providing

superior interpretable explanations. Thus, we believe our approach is a serious attempt to

make deep learning systems accountable and transparent especially for gaining user trust in

the problem domains of face recognition and X-Ray diagnosis.
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Chapter1

Introduction

Deep learning is a specialized field within Artificial Intelligence (AI) that involves process-

ing information through deep artificial neural networks inspired by the structure and func-

tion of the human brain. Deep learning algorithms utilize multiple layers of interconnected

nodes forming a network, to learn hierarchical representations of data. These networks excel

at tasks like image and speech recognition, natural language processing, and autonomous

decision-making, revolutionizing fields such as healthcare, security, finance, and transporta-

tion with their ability to extract complex patterns from vast amounts of data. Despite their

effectiveness and robustness, AI systems face challenges such as bias in data leading to un-

fair outcomes and the lack of interpretability in models hindering trust and accountability.

These issues underscore the critical need for transparency and fairness in AI algorithms,

especially in sensitive domains like healthcare and criminal justice. Addressing bias through

implementing explainable AI methods can help mitigate these challenges, fostering greater

trust and acceptance of AI technologies in society. By ensuring that AI systems are not

only accurate but also fair and interpretable, we can maximize their potential benefits while

minimizing potential harms.

This thesis introduces methodologies aimed at enhancing the transparency and trustwor-

thiness of deep learning models by furnishing them with explainability and interpretabil-

ity mechanisms to elucidate their decision-making processes. We specifically focus on the

problem domains of face recognition, and chest X-Ray diagnosis. Explainability is vital in

1



INTRODUCTION 2

face recognition for accountability, transparency, and trust. In face recognition, it helps

identify and address biases, ensuring accurate and ethical outcomes. Similarly, in medical

diagnosis, it enables patients and healthcare providers to understand and trust diagnostic

decisions, improving collaboration and patient care. Explainability or interpretability (used

interchangeably in this thesis), refers to an AI model’s capacity to clarify its decisions or

outputs. It aims to demystify the black-box nature of AI models, offering users insights

into the reasoning behind the system’s conclusions. By providing transparent insights into

the inner workings of deep learning models, these methodologies not only bolster user trust

but also facilitate debugging, bias detection, and the mitigation of unintended consequences.

Moreover, in domains such as healthcare, finance, access control, and law enforcement, where

decisions have significant real-world implications, explainability becomes indispensable for

ensuring accountability, fairness, and regulatory compliance. Through the integration of ex-

plainability mechanisms, stakeholders can better understand and validate the decisions made

by AI systems, fostering greater acceptance and adoption of these technologies. Additionally,

by shedding light on how AI models arrive at their predictions or classifications, explainabil-

ity enables domain experts to collaborate more effectively with AI systems, leveraging their

respective strengths to achieve optimal outcomes. Thus, the methodologies introduced in

this thesis not only contribute to advancing the field of deep learning but also pave the way

for more ethical and responsible deployment of AI in various practical applications.



Chapter2

Explainability

2.1 Types of Explainability Techniques

2.1.1 Post-Hoc vs Intrinsic

Post-Hoc Explainability techniques focus on providing insights into the model’s decisions

after they have been trained. These methods, such as LIME (Local Interpretable Model-

agnostic Explanations) [1] or SHAP (SHapley Additive exPlanations) [2], analyze individual

predictions to uncover the underlying logic of complex models. These methods are generally

model-agnostic and are useful for post-hoc analysis of a trained model.

Intrinsic Explainability: Unlike post-hoc methods, which analyze models after train-

ing, intrinsic explainability is built into the model architecture itself, making it easier to

interpret and trust. For deep networks, it usually involves adding a new interpretable layer

in the network to extract the explanations.

Intrinsic explainability is preferred over post-hoc methods [3] as explanations are directly

aligned with the model’s internal logic, enhancing trust and reducing the risk of misinterpre-

tation or bias introduced by post-hoc techniques. This alignment with the model’s internal

logic allows for a more transparent understanding of the model’s decision-making process.

Figures 2.1 2.2 illustrates the difference between post-hoc and intrinsic explainability meth-

ods.

3



EXPLAINABILITY 4

Figure 2.1: Post-Hoc:
Analysis is made after
the model is trained using
input-output relations [4].

Figure 2.2: Intrinsic: A new
interpretable layer is added
to the model through which
explanations are extracted
[4].

2.1.2 Local vs Global

Local explanations provide insights into individual predictions made by machine learning

models, offering context-specific reasoning for a particular instance. They aid in understand-

ing model behavior at a granular level.

Global explanations provide an overview of a model’s behavior across its entire input

space, offering insights into its overall decision-making process. Unlike local explanations,

which focus on individual predictions, global explanations highlight broader patterns and

trends, aiding in understanding model behavior at a higher level.

2.1.3 Model Specific vs Model Agnostic

Model Specific techniques are tailored to the unique characteristics and architectures of

particular models leveraging internal model structures and parameters to provide precise

explanations directly aligned with the model’s behavior.
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Figure 2.3: Local vs Global Explanations.

Model Agnostic techniques offer the flexibility to explain the behavior of various models

without relying on specific model architectures by focusing on the model’s input-output

relationship rather than its internal workings.

2.2 Modalities and Forms of Explanations

Modalities and Forms of Explanations encompass the diverse ways in which explanations are

presented and conveyed. Modalities refer to the different mediums through which explana-

tions are communicated, such as textual, visual, or interactive interfaces. Meanwhile, Forms

of explanations encompass various styles or structures of explanations, including feature

importance rankings, natural language justifications, or counterfactual examples etc.

Textual explanations like natural language justifications provide explanations in human-

readable text, allowing users to understand the reasoning behind the model’s decisions in

familiar language.

Saliency Maps highlight the most relevant features or regions in input data that influ-

ence a model’s decision-making process, providing visual insights into the model’s attention

and reasoning.



EXPLAINABILITY 6

Figure 2.4: Example of Natural language justifications for the model’s decision in terms of
concepts.

Figure 2.5: Example of a saliency map highlighting the important regions for model’s decision
[5].



EXPLAINABILITY 7

Logical Explanations utilize Boolean expressions to articulate the decision-making

process of the model, condensing the learned rules into Boolean logic to provide a clear and

structured rationale for the model’s outputs.

Resnet18

E-LEN

Figure 2.6: Example of logical explanations using boolean expression [6].

Counterfactual Explanations explore alternative scenarios by identifying minimal

changes to embedding space that would result in different model outputs, offering insights

into the model’s decision boundaries and potential biases. By highlighting these counterfac-

tual instances, users gain a deeper understanding of how the model operates and can assess

its robustness and bias.

2.3 Advantages of Explainability

The opacity of deep learning models poses a substantial hurdle in various sectors, especially

those where trust and understanding are crucial, such as security and healthcare. Without

transparency, these models operate as enigmatic black boxes, leaving users in the dark about

how and why they arrive at certain conclusions. This lack of insight can hinder not only

comprehension but also trust in AI-driven decisions, potentially impeding the adoption of

these technologies in critical areas.

To overcome this challenge, explanations emerge as indispensable tools. They serve

multifaceted purposes, playing a pivotal role in bridging the gap between users and machine



EXPLAINABILITY 8

Figure 2.7: Example of a Counterfactual Explanation where changing the features makes
the model correct its decision [7].

intelligence. Firstly, explanations provide clarity, offering insights into the inner workings

of AI systems, thereby enhancing users’ understanding and confidence in the technology.

By shedding light on the decision-making process, explanations empower users to assess the

reliability of AI outputs and make informed judgments based on solid reasoning.

Moreover, explanations serve as invaluable aids in debugging models and identifying po-

tential biases. By dissecting the rationale behind AI decisions, researchers and developers

can pinpoint errors, refine algorithms, and enhance the overall performance of deep learning

systems. Additionally, explanations play a crucial role in mitigating biases, as they enable

stakeholders to scrutinize and rectify any prejudicial tendencies encoded within the mod-

els. This proactive approach not only fosters fairness in decision-making processes but also

promotes inclusiveness and equity in AI applications across diverse populations.

Furthermore, explanations are instrumental in upholding the safety and reliability of AI

systems. By providing insights into the factors influencing decision-making, explanations
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enable continuous monitoring and validation of model behavior. This proactive stance al-

lows for early detection of anomalies or deviations from expected norms, facilitating timely

interventions to prevent potential harm or misuse of AI technologies.

In essence, explanations serve as a linchpin for building trust, ensuring fairness, and

bolstering the reliability of deep learning models. As AI continues to permeate various as-

pects of society, the imperative for transparent and interpretable AI becomes ever more

pronounced. By embracing explanations as integral components of AI development and de-

ployment, stakeholders can harness the full potential of these technologies while safeguarding

against potential risks and pitfalls.



Chapter3

Explainable Face Recognition

3.1 Prelude

Deep Learning models have truly transformed the landscape of face recognition, ushering in

a new era of unprecedented accuracy, efficiency, and scalability. Yet, amidst these remark-

able advancements lies a crucial deficiency: a lack of transparency. Users find themselves

navigating in the shadows, unaware of the inner workings and decision-making processes of

these sophisticated algorithms.

This opacity poses a significant challenge, particularly in domains where accountability

and transparency are paramount, such as security applications [8]. Imagine a scenario where

a face recognition system misidentifies an individual, potentially leading to wrongful accu-

sations or security breaches. Without a clear understanding of how and why these decisions

are made, addressing biases or rectifying failures becomes an uphill battle.

Legal contexts further underscore the necessity for transparent face recognition systems.

In courtrooms, where the stakes are high, identity decisions must be supported by justifi-

able reasoning. Traditionally, facial forensic examiners have provided this critical analysis,

offering insights into the validity and reliability of identification evidence. However, as tech-

nology advances, there’s a growing gap between the traditional methods of human expertise

and the opaque operations of Deep Learning models [9].

10
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Numerous investigations into commercial face recognition systems have shed light on the

inherent biases lurking within them [10]. These biases, often reflecting societal prejudices

or flawed data inputs, can have profound real-world consequences. Take, for instance, the

troubling case of a woman wrongfully arrested due to a flawed face recognition [11] match—a

stark reminder of the urgent need for accountability and fairness in algorithmic decision-

making.

The incorporation of interpretability or explainability mechanisms holds promise in mit-

igating such challenges by facilitating effective debugging processes and illuminating the

underlying biases ingrained within the model.

Although there are several papers on explainable face recognition [8, 12, 13, 14] they

focus on indistinct visual explanations which are less interpretable than textual explana-

tions. Moreover, the existing method [5] that offers textual explanations necessitates the

availability of labeled face attributes. Moreover, unlike our approach, the explanations pro-

vided by [5] is not similar to that of a forensic examiner. This requirement presents practical

limitations and constrains the scope of explanation solely to labeled face attributes. Visual

explanations can lack the nuanced detail and context often provided in textual explanations

and may be subject to misinterpretation [9]. Our approach adopts a novel strategy that

leverages precisely defined textual concepts to mimic the explanatory prowess of human

experts. By employing a self-explainable architecture, we strive to ensure the fidelity and

reliability of our explanations, thereby bridging the gap between machine-driven recognition

and human-understandable justifications. This integration of textual elements not only en-

hances interpretability but also enriches the explanatory power of facial recognition systems,

ultimately advancing their utility across various domains.

We make the following contributions in this paper:

• We propose a generic explainable face feature extractor that can be used with any

of the existing State Of The Art (SOTA) face recognition techniques like AdaFace,

ArcFace, etc.
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Figure 3.1: Our proposed explainable face recognition system.

• We provide coherent and user-friendly textual justification for face-matching based on

concepts used by professional forensic experts with the faithfulness of the explanations

as an inherent characteristic.

• We analyze the failure cases in challenging conditions for face recognition using coun-

terfactual examples produced by our approach.

3.2 Related Work

The prior work related to our proposed approach can be broadly divided into two categories

i)Explainable Face Recognition and ii) Vision Language Models (VLMs) for Explainability

Explainability methods have two main approaches i) Self-explainable models where ex-

plainability is embedded in the network architecture, ii) Post-hoc methods that try to explain

decisions made by regular black box models using various approaches. Prior literature [15,
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16, 17] has pointed out that self-explainable models generate more faithful explanations than

post hoc methods.

Most of the prior work on explainable face recognition focused on generating visual ex-

planations in the form of saliency maps depicting regions of the face the model focused on

while making a decision. [18, 13, 19] identify these important regions through forms of oc-

clusion or perturbation and how they affect the face-matching decision. Another approach

in creating these saliency maps [8, 20, 14] [21] is identifying regions of the face pairs that are

similar and dissimilar or identifying regions that lead to an imposter decision. [12] provides

both patch-wise similarity of face images and attention weights indicating the importance of

each patch in making a matching decision. Unlike the above works [5] provides both textual

and visual explanations. It works by training separate networks to identify face attributes

from images and finding important attributes for each match based on counterfactual ex-

amples. Unlike our approach, this requires labeled attributes for faces, and explanations are

limited in precision and coverage by the available labels. Visual explanations have several

disadvantages, they are not precise, fine-grained, and may be subject to interpretation. In

human communications, an explanation response is usually in a textual medium either in

spoken or written form as this can provide clear and concise explanations in most cases [9].

Observing these limitations, our method provides explanations through textual descriptions

of facial features used by face forensic experts with a self-explainable architecture to ensure

faithfulness. Explanations provided by some of the existing methods are shown in Figure

4.1

Pre-trained Vision Language Models (VLMs) like CLIP [22], and ALIGN [23] have shown

good performance in image classification across several domains in zero-shot and fine-tuning

settings [24, 25]. In a zero-shot setting, the similarity between a textual description of the

class labels and an image is used for classification. Various fine-tuning techniques also exist

including training a linear probe [25], tuning the image encoder or textual embeddings,

weight ensembling of zero-shot and fine-tuned versions [24]. Several works [26, 27, 28, 29]
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have also focused on improving the quality of textual descriptions using Large Language

Models (LLMs) like GPT-4 to extract better image classification performance.

Recently there have been several works where VLM’s like CLIP were used to design ex-

plainable image classification models. [30, 31, 32] uses the concept bottleneck layer formed

by aligning textual concepts and images for explainable image classification. Candidate con-

cepts are usually generated by prompting the LLMs and undergo a selection process. We

extend the usage of VLM’s for explainability to face recognition which has its challenges in-

cluding meticulous description of facial concepts, intra-class variability, inter-class similarity,

and low threshold for error due to its usage in critical applications.

Figure 3.2: Existing explainable face recognition methods.

3.3 Methodology

Our proposed novel explainable face recognition methodology is based on definitive textual

concepts or characteristic descriptors (used interchangeably in this report). These concepts

are derived from the facial features standard published by Facial Identification Scientific

Working Group (FISWG) [33] for morphological analysis in face comparison. This FISWG
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Figure 3.3: Illustration of some of the facial characteristics descriptor features listed in
FISWG Facial Image Comparison Guide.

Figure 3.4: An Overview of the Proposed Methodology to extract face embeddings for Ex-
plainable Face Recognition.
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Figure 3.5: Proposed Explainable Face Verification Pipeline.

guide listing the facial features to be used for face comparison and morphological analysis

is commonly followed by forensic experts. It has detailed characteristic descriptors for each

of the nineteen components in human faces. Figure 3.3 shows some examples of the kind

of characteristic descriptors presented in [33]. Based on the face component characteristics

described in [33] we handcraft a set of textual concepts denoted by C = {c1, c2, ..cn} based

on their adaptability with CLIP. These concepts are divided into subgroups based on the

face components they are representing.

Inspired by the concept bottleneck models (CBM) [34] to design inherently explainable

models we use a bottleneck layer in our proposed methodology. To overcome the requirement

of labeled face concepts (attributes) to train CBMmodels we use CLIP [22] [35] to identify the

textual concepts in the facial images without requiring labels. The similarity score between

the textual and image embeddings produced by CLIP gives us the concept scores that form

the bottleneck layer in our architecture. The concept scores of each image reveal the extent

of a concept’s presence. Linearly transformed concept scores give the face embedding of the

image which can be used for matching faces based on L2 distance. We used AdaFace’s [36]

adaptive margin technique for fine-tuning CLIP image encoder for face recognition.
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Let X ∈ RH∗W∗D denote a face image, y its identity. We denote the image encoder

module of the CLIP as Ei and the text encoder module as Et. The dot product between

the embeddings of Ei and Et shows the match between the image and the text modalities.

To fine-tune CLIP we use a skip connection to extract image embeddings as first detailed in

[25]. Image embedding I ∈ Rd is extracted using the following equation:

I = α ∗ Ei(X) + (1− α) ∗ Fi(Ei(X)) (3.1)

where Fi is a two-layer network with ReLU activation which down-samples and up-

samples the embedding back to its original size.

The tokenized concepts are fed into Et to get the text embeddings T ∈ RN∗d. We

compute the cosine similarity between I and T to get concept scores S ∈ RNwhich represents

the presence of concepts in the face image. To better represent these concept scores and

the dependencies within a concept subgroup we apply SoftMax independently within each

subgroup (denoted as Group SoftMax) of the concept set to obtain Ssm. We then transform

the Ssm using a learned concept transformation matrix W ∈ RN∗m to get the final face

embedding Xemb ∈ Rm used for matching. Since there are groups of these characteristic

descriptors each defining a characteristic of the face, different groups can be fairly considered

to be independent of each other. Directly applying SoftMax on the concept scores might

not give a good representation, hence we tweak the regular SoftMax to address this issue

using Group SoftMax. Figure 3.6 shows the illustration of how Group SoftMax works. Group

SoftMax leads to a better representation of the embedding by highlighting the most activated

concept within the subgroup aiding in improved accuracy and explainability as shown in the

ablation study 3.3. Figure 3.4 shows the architecture of the proposed explainable model.

Given a reference and probe face images, we get the face embeddings of these by passing it

through the proposed architecture and compute if its a match or not based on their cosine

similarity.

Fine-Tuning: The base CLIP model was fine-tuned to better recognize the face de-
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Figure 3.6: Illustration of Group SoftMax.

scriptions in the face images. As labeled data for face concepts is not available we can’t use

contrastive loss like the original CLIP model to adapt it to face recognition. As expected,

experiments with end-to-end fine-tuning of either image encoder or text encoder have been

shown to disrupt the capability of CLIP to align text and images. So we refrained from

tuning the text encoder, and attention modules of the image encoder and only tuned the

last fully connected layer of the image encoder. Additionally, we adopted the idea from [25]

to add a fully connected layer on top of the image encoder and form a residual connection

between their respective outputs (denoted as Adaptive FT). We used the quality adaptive

margin loss function proposed in AdaFace [36] for fine-tuning the model.

Counterfactual Explanation: Explanation in the form of counterfactual examples is

a useful tool for understanding the mistakes made by the model, debugging, and mitigating

bias [7]. To generate counterfactual explanations we modify the concept scores Ssm to affect

a change in the face embedding Xemb. We modify the concept scores of both probe and

reference images to achieve a match for false negative or a non-match for false positive and
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identify the concepts whose change in scores leads to the model correcting its decision. The

algorithm to generate counterfactuals is shown given in algorithm 1 where Cr,Cp are the

concept scores of reference, and probe images respectively while Er, and Ep are their face

embeddings. thresh is the threshold used to determine a match, and match is a boolean

denoting the model decision. The algorithm takes these inputs for the errors made by the

model and optimizes the concept scores of the probe until the prediction is corrected. We

use elastic net regularization while optimizing concept scores to limit the number of concepts

used in a counterfactual example for human interpretability.

3.4 Experiments and Results

We evaluate our approach on several standard face recognition datasets on performance,

generate justifications for predictions made by the model, and counterfactual explanations

for incorrect predictions.

Datasets: MS1MV2 [37] dataset containing 5.8M images with 85K identities was used

for fine-tuning our model. Standard face recognition datasets including LFW [38], CFP-FP

[39], AgeDB [40], CPLFW [41], CALFW [42] are used for validation. In all the ablation

studies we report the average accuracy on these five datasets. In addition to the standard

LFW dataset, we used more challenging datasets like AgeDB, and CALFW where there is

the age difference between the faces being matched, and also CPLFW, and CFP-FP where

the face poses are different.

Table 3.5 shows the 1:1 verification performance of our proposed approach on these five

datasets.

CLIP Model: As there are multiple variants of CLIP differing in the architecture and

training dataset we evaluate various CLIP variants based on their Zero-shot performance

in 1:1 verification task. We report the average accuracy on the five validation datasets of

each variant in table 3.1. Based on these results we chose ViT-L/14 trained on LAION-2B
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Algorithm 1 Generate Counterfactual Examples

function GEN CF(Cr, Cp,Er,Ep,thresh,match)

C1← Cr

C2← Cp

dist← ∥Er − Ep∥2
if match==True then

while dist > thresh do
Ep ← Linear(Cp) ▷ Linear - Linear layer

dist = ∥Er − Ep∥2
if dist > thresh then

break
end if
L← −MSE(Er, Ep) + ∥C2− Cp∥1 + 0.1 ∗ ∥C2− Cp∥2
Cp ← SGD(L,Cp) ▷ Optimizes Cp based on L

end while
end if
if match==False then

while dist < thresh do
Ep ← Linear(Cp)

dist = ∥Er − Ep∥2
if dist < thresh then

break
end if
L←MSE(Er, Ep) + ∥C2− Cp∥1 + 0.1 ∗ ∥C2− Cp∥2
Cp ← SGD(L,Cp)

end while
end if
return Cp

end function
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dataset variant for all further experiments. Interestingly, it outperformed other variants

with larger parameters such as VIT-H-14-quickgelu and VIT-H-14-378-quickgelu, and also a

variant with the same architecture trained on a different dataset.

Training Settings: We take the cropped and aligned MS1MV2 images and resize them

to the shape of 224 x 224 to make it suitable for CLIP’s image encoder. We fine-tune the

model for 5 epochs using AdamW optimizer with a learning rate of 0.0003 as in [24]. We use

the same hyper-parameter values for margin m and image quality indicator concentration h

as in Adaface [36].

Table 3.1: CLIP Variants and Zero-Shot Accuracy on Face Verification.
Variant Training

Dataset
Accuracy

ViT-B/16 DataComp-1B 68.72%
ViT-L/14 OpenAI’s WIT 71.21%
ViT-H-14-378-
quickgelu

dfn5b 72.29%

ViT-H-14-quickgelu dfn5b 72.87%
ViT-L/14 LAION-2B 74.11%

3.4.1 Ablation Study

Fine-Tuning: For the sake of explainability, it is important to fine-tune the CLIP back-

bone without affecting its text-image alignment capability as faithfulness and validity of the

explanations are directly dependent on it. Prior works have shown strong performance of

CLIP in zero-shot image classification settings owing to its strong capability to align text

and images. We use the zero-shot performance of our fine-tuned CLIP on CIFAR-10 as a

proxy for its alignment capability to find the right level of fine-tuning. Our goal in this

experiment is to fine-tune to improve the face recognition accuracy without affecting the

alignment capability. As shown in table (Table: 3.2) fine-tuning the entire image encoder

part of CLIP has led to the best face recognition accuracy of all the experimented cases, but

as evident from the alignment proxy accuracy it has lost its ability to align text and images
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rendering it unusable for explanations. Weight ensemble fine-tuning which was proposed

in [24] interpolates the weights of zero-shot and end-to-end fine-tuned models to bring the

generality of zero-shot model to fine-tuned one. Although this provided improvement in

the alignment but was not able to bring it to the levels of zero-shot model. Further exper-

iments have proved that fine-tuning using Adaptive-FT as proposed in [25] or fine-tuning

the last Multi-Layer Perceptron (MLP) of the CLIP image encoder showed improvements in

face recognition while not losing significantly on the alignment. Moreover, combining both

these techniques was shown to be the best balance between face recognition performance

and text-image alignment.

Face Recognition Training: We have experimented with existing state-of-the-art

methods of AdaFace [36], ArcFace [37], and CosFace [43], for training face recognition mod-

els to find the best suitable one to fine-tune our model whose results are shown in Table 3.4.

Figure 3.7 shows the ablation study for finding the best AdaFace parameter’s margin m,

and image quality indicator concentration h. Varying slightly from the AdaFace’s original

parameter values we find that for our setting m=0.5, and h=0.33 was the best performing

combination.

3.4.2 Explanations

We show the ability of our approach to produce faithful explanations justifying its face

matching decisions. Next, we also show the utility of our approach to debug the failure cases

in challenging conditions induced due to factors like a)Pose, b)Occlusion, c)Illumination,

d)Image Quality, e)Age, f)Expression. Through counterfactual explanations we try to get a

deeper understanding of the errors made by the face recognition model in these challenging

conditions. Figure 3.8 shows the examples of the model justifying its decision based on

important concepts. The top-5 closest concepts of reference and probe which are commonly

activated in each concept group are shown for matching cases, while the top-5 concept groups

where the activated concepts differ the most between the reference and probe are shown for
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non-match cases.

Table 3.2: Ablation Study of CLIP Fine-Tuning methods.
Fine-Tuned Model Face Recogni-

tion Accuracy
Alignment
Proxy Accu-
racy

CLIP Zero-Shot (No FT) 74.11% 96.91%
Entire Image Encoder FT 94.80% 12.59%
Weight Ensemble FT [24] 76.72% 36.16%
Adaptive FT [25] 83.50% 96.82%
Image Encoder MLP FT 83.72% 93.59%
Image Encoder MLP +
Adaptive FT

89.50% 94.27%

Table 3.3: Ablation Study of Architecture Choices for Fine-Tuning.
Fine-Tuned Model Face Recogni-

tion Accuracy
CLIP Zero-Shot (No FT) 74.11%
CLIP Zero-Shot (No FT) + Group SoftMax 76.91%
CLIP Zero-Shot (No FT) + Group SoftMax + Lin-
ear Layer

76.91%

CLIP Image-Encoder MLP FT + Group SoftMax
+ Linear Layer

83.72%

CLIP Image-Encoder MLP FT + Group
SoftMax + Linear Layer + Adaptive FT

89.50%

Table 3.4: Ablation Study of our approach with various face recognition training methods.
Method Accuracy
CosFace (m=0.35) 80.14%
ArcFace (m=0.50) 83.24%
AdaFace (m=0.5) 89.50%

Counterfactual Example Analysis: To show the debugging capabilities of our ap-

proach, we analyze the model errors on the evaluation datasets using the counterfactual

examples. By analyzing these examples against the images we can understand the underly-

ing biases, and spurious correlations, and precisely point out where the model is going wrong.

We try to identify those concepts in counterfactual examples which required changes in their

concept scores the most number of times as these concept scores were either underestimated
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Figure 3.7: Ablation Study of AdaFace margin function parameters m and h.

Figure 3.8: Justifications (Explanations) provided by our model for its decisions.



EXPLAINABLE FACE RECOGNITION 25

Table 3.5: Performance (1:1 Verification Accuracy) on Five Benchmark Face Recognition
Datasets.

Dataset Accuracy (Pro-
posed Explainable
Approach)

Accuracy (Black
Box - SOTA)

LFW [38] 98.38% 99.82%
CFP-FP [39] 90.88% 98.49%
CALFW [42] 89.36% 96.08%
AgeDB [40] 81.18% 98.05
CPLFW [41] 87.71% 93.13%
Average 89.50% 97.11%

or overestimated by the model. For example, in the AgeDB [40] dataset where there are

more images of older people we identify that the model overestimates the presence of scars

(in 13% of the samples wrongly predicted), piercing (in 12%), and skin marks (in 10%) on

the face. Inspection of these images suggests that this is caused by the presence of wrinkles

in old people’s faces, where the model is wrongly correlating wrinkles to the presence of

scars, or piercing, or skin marks.

Another such analysis on the CFP-FP dataset[39] which has a mix of frontal and profile

views of the face showed that concepts related to brow-ridges, and cheekbones were changed

the most in counterfactual examples. This suggests the ability of the model to better detect

concepts related to the prominence of brow-ridges and cheekbones in profile view and not

as good in frontal view. Similarly for CPLFW dataset [41] which has variation in face poses

model found forehead wrinkles and the size of nasal base better in frontal poses than in other

poses.
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Table 3.6: Counterfactual Examples explaining the changes in the predicted concept scores
of the probe that would correct the model errors in Challenging Conditions.

Condition Model
Decision

Reference Probe Incorrectly Predicted
Concepts (Correction
Required to get cor-
rect match decisions)

Pose Non-
Match

Occlusion Non-
Match

Illumination Non-
Match

Image
Quality

Non-
Match

Age Differ-
ence

Match

Expression Non-
Match
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Explainable Chest X-Ray Diagnosis

4.1 Prelude

Deep learning models have improved the effectiveness of automated chest X-ray diagnosis,

offering significant improvements in accuracy, and scalability. However, they often oper-

ate as opaque black boxes, lacking transparency in their decision-making processes. This

lack of transparency poses a critical challenge in medical contexts where accountability and

understanding of model decisions are essential for ensuring patient safety and trust in the

healthcare system. Incorporating interpretability or explainability mechanisms holds promise

in addressing these challenges by enabling effective debugging processes and uncovering un-

derlying biases within the model, ultimately enhancing the reliability and accountability of

AI chest X-ray diagnostic systems.

Several prior works dealt with explaining the chest X-ray diagnosis made by deep learning

models, none have explored using fine-grained, and atomic characteristic descriptors for

providing explanations. The prior work can be mainly categorized into the explainable X-

ray report generation [44] [45], saliency maps for the X-ray images to depict the important

regions for the diagnosis [46], and explaining the alignment of image and text [47]. Contrary

to these in our approach, we use characteristic descriptors to provide textual, and atomic

explanations similar to a human expert.

27
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4.2 Related Work

Saliency maps was a common method used by many prior works to explain the decisions

made by a model. [48] [49] uses saliency maps for explanation while also using features

extracted from the report to improve the disease classification performance. [46] proposes a

method to provide explanations by modeling the gaze of a radiologist when he is examining

a chest X-Ray. On the other hand, [44] provides explainable report generation capabilities

by linking the regions of the image to the parts of the report. [50] uses longitudinal repre-

sentations to provide interpretable and controllable report generation. [51] provides a novel

methodology to use the explanations produced by the model to improve the classification

performance. Prior work also addresses the problem of explaining the alignment of images

and text modalities in vision language models like [47].

Figure 4.1: Explainable methods in prior work for chest X-ray diagnosis.
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4.3 Methodology

Our proposed methodology provides the diagnosis result along with explanations through

the characteristic descriptors as illustrated in 4.2

Figure 4.2: Proposed explainable chest X-ray diagnosis system.

Dataset: We use MIMIC-CXR dataset which has around 300K chest X-rays, corre-

sponding radiologist reports, and disease labels. For this work, we classify the presence of

Pleural Effusion from X-ray images using a balanced set of around 20K data samples. We

make an 85% train and 15% test split from the chosen subset of the MIMIC-CXR data.

Architecture: We use a CLIP model pre-trained on Chest X-Ray images and reports

which is proposed by [52]. This model was trained using contrastive loss similar to the original

CLIP model but specialized for chest X-ray data. The convolution and the transformer blocks

of the CLIP image encoder and the text encoder are frozen while only the last projection

layer of the image encoder is fine-tuned.

As we can extract the concept labels from radiologist reports, we can supervise the

explanation generation unlike in face recognition where there was no supervision. Given

a corpus of radiology reports, we extract the atomic, fine-grained characteristic descriptors

from them using the Mistral 7B language model. We prompt it to disentangle the descriptors
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to separate sentences from the report as shown in fig 4.5.

Figure 4.3: An example of extracting characteristic descriptors from radiologist reports.

Given a Chest X-ray, its corresponding report, and label we calculate the cosine similarity

between the X-ray and the characteristic descriptor embeddings to obtain concept scores,

for obtaining a concept label we set the concepts present in the report to max value in the

calculated concept scores. L1 loss calculated between the concept scores and concept scores

label is used fine-tuning the model to give appropriate explanations. The concept scores

are further passed through a linear layer to get the logits used for making the diagnosis

prediction. As the standard, we use the cross-entropy loss for classification.

4.4 Results

We used the pre-trained CLIP image encoder along with a linear layer which predicts the

presence of Plueral Effusion as a baseline, and compared our proposed explainable architec-

ture against it. We observe from table 4.2 that the classification performance of our proposed

architecture is similar to that of the black box while our approach has an added advantage

of providing explanations. We also evaluate the explanations provided by our model with

the radiologist reports to prove the fidelity. We use two metrics for our evaluation, i) cosine

similarity of the embeddings extracted from text encoder of the explanations and ground
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Figure 4.4: An Overview of the Proposed Methodology for Explainable Chest X-ray Diag-
nosis.

truth, ii) Rouge-L score for measuring the overlap. The evaluation results in table 4.1 show

that we achieve a cosine similarity between the explanations and the ground truth exhibiting

the fidelity of our explanations.

Table 4.1: Comparison of predicted concepts with labels.
Cosine Similarity
(Embeddings)

ROUGE-L

0.91 0.41

Table 4.2: Performance of black box model vs the proposed explainable model in detecting
Pleural Effusion.

Model Accuracy Precision Recall F1-Score
Baseline (Black Box) 78% 79% 78% 78%
Proposed (Explain-
able)

79% 80% 79% 79%
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Figure 4.5: Examples of the explanations produced by the model for chest X-Ray Diagnosis.



Chapter5

Conclusion

In this work, we address the problem of explaining face recognition and X-ray diagnosis

decisions made by deep learning models using characteristic descriptors. To summarize, our

contributions are manifold:

• Interpretability: Our approach offers tangible explanations in terms of high-quality

human interpretable text.

• Expert-Level Insight: The rationales provided are akin to those made by human foren-

sic experts for face matching or radiologists for X-ray diagnosis.

• Enhances performance through explanatory debugging: Through counterfactual ex-

amples, we shed light on instances of system failure useful for debugging and bias

evaluations.

We show that we can design models that give faithful and concrete explanations like a

human expert. Moreover, we use counterfactual explanations to debug and understand the

biases, and spurious correlations of the model. Through our experiments, we show the per-

formance on benchmark datasets proving the efficacy of our model in providing explanations

without significantly affecting the performance in comparison with black-box models. We

hope our proposed method with the ability to produce consumable and verifiable descriptions

can address transparent and trustworthy face recognition and X-Ray diagnosis systems.
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