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Abstract

Human behavior is inherently multimodal. A modality refers to a way in which a natu-

ral phenomenon is perceived or expressed. Examples include text, audio, visual modality.

Multimodal Machine Learning (MML) as a field aims to capture, process and infer from

information across modalities. However, representation of cross-modal information is a chal-

lenging task, due to core characteristics of modalities such as heterogeneity. In addition

to Representation, other core challenges in Multimodal Machine Learning systems include

Alignment, Reasoning, Transference and Generation. These challenges are further amplified

when task specific challenges arise while proposing MML models for tasks such as Video

Emotion Recognition, and Visual Question Answering.

In this Thesis, I tackle the core challenges of Representation, Alignment and Reasoning

in MML systems and provide a framework to train large MML systems for Video Emotion

Recognition. I provide a unified Transformer architecture that utilizes novel Adaptive Fusion

and Self-Supervised Machine Learning to extend MML models for Multi-Label Video Emo-

tion Recognition in conversations. Further contributions include an Explainability Module

to interpret auxiliary modalities that influence reasoning in MML systems. Finally, I propose

a Multimodal Training framework that is robust to missing modalities both during training

and inference.

Experiments were conducted on MELD, IEMOCAP, ElderReact, and EmoReact datasets.

The proposed Multimodal framework outperforms SoTA methods by 17% (weighted-F1) for

cross-dataset performance (Testing on an entire unseen dataset) to demonstrate generaliz-

ability of the framework and 5% gain in weighted-F1 with missing-modalities to demonstrate

robustness towards missing modality information. I utilize LIME to demonstrate qualitative

results for explainability.
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Chapter1

Introduction

Developing intelligent computer agents that can understand, reason, incorporate and inter-

pret information from multimodal data sources similar to a human brain has been a grand

goal of Artificial Intelligence paving way towards Artificial General Intelligence (See Fig. 1.1).

Such Multimodal Machine Learning (MML) systems have significant applications across var-

ious fields including Autonomous driving, Robotics, Healthcare and other multidisciplinary

fields. These MML systems derive inspiration from the inherent multimodal ability of the

human brain. A modality refers to a way in which a natural phenomenon is perceived or

expressed, examples include text, audio, visual modality [4].

Multimodal Machine Learning as a field, aims to build intelligent machine learning sys-

tems, that can effectively represent, and reason with information from multiple sensory

modalities. As various modalities arise from a single event in time (e.g., think of the modal-

ities Video, Audio and Text from an online video), there are specific characteristics within

modalities [4], such as:

• Modalities are heterogeneous.

• Modalities are connected.

• Interaction between modalities lead to information gain.

1



INTRODUCTION 2

Due to the heterogeneity across modalities, combined representation of information across

modalities is a core challenge in MML systems.

In addition to representation, there exist other core challenges in MML systems include

Alignment, Reasoning, Generation and Transference [4] (See Fig. 1.3).

One primary goal of Machine Learning as a whole is to mimic the behavior of the human

brain to interpret and reason from the input information. MML takes this one step further

to integrate and reason from multiple modalities, represent the information with the aim

to enhance classification (or task-specific performance) in comparison with the uni-modal

counterparts.

Figure 1.1: Human brain is inherently Multimodal.
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Figure 1.2: Characteristics of Modalities.

1.0.1 Modalities are Heterogeneous

Figure 1.2 illustrates some of the inherent characteristics of modalities. Modalities are het-

erogeneous at both distribution level and structure. Consider modality 1 to be audio and

modality 2 to be images. There is a clear heterogeneity in the way information is repre-

sented within modalities 1 and 2, i.e., images are represented in a 2-dimensional structure

(and multiple color channels), where are audio is represented as a continuous 1-dimensional

sequence.

1.0.2 Modalities are connected

Generally individual modalities arise as a result from a single event in time. Take videos for

example, the modalities of video frames, audio and text transcript represent the same event

(in the video) individually. This means all the modalities represent the same event in time.

Hence, it is essential to note that modalities are connected.
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1.0.3 Modalities interact

Consider a simple question “If a blind person get his sight, how would this new information be

integrated by the brain to perform various representation and reasoning tasks?”. The above

question derives an important insight that is illustrated in the figure 1.2. Interaction between

modalities leads to two types of information viz., redundant information (that is present in

each of modalities as both the modalities are connected), and non-redundant information

that arises as an output of the interaction between modalities which is otherwise not present

in each of the modalities individually. This non-redundant information is of great interest

to us and is the primary motivation of this thesis. The first phase of the thesis focuses

on representing this non-redundant, cross-modal information and then extends the work by

proposing a framework for various multi-modal tasks, robust to missing information while

training and inference.

Figure 1.3: Core challenges in MML Systems.
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1.1 Multimodal Machine Learning Tasks:

Given the significance of MML Systems, there are numerous tasks that utilize/need MML

models. Examples of such tasks include:

• Video Question Answering: Given a video (continuous frames of images) as input, the

aim is to train a model that can accept questions in the form of text and provide right

answer to the question utilizing the input video as reference.

• Text to Image Generation: Given a text input, the aim is to train a generation model

that can generate visual content (images or videos) based on the input text.

• Multimodal ML in healthcare and robotics: The possibilities of Multimodal ML sys-

tems in the field of healthcare and robotics are enormous. From crafting robots towards

real-time human machine interaction, to utilizing these robots for healthcare and med-

ical applications, multimodal ML has huge potential.

1.1.1 Video Emotion Recognition

In this thesis, I target this multimodal ML task. Given a set of utterances with video, audio,

and text modalities as inputs, the aim is to train an multimodal ML model is to predict

the most dominant (extended to multi-label scenario in the further phases) emotion state of

the speakers in the video. The model should learn to integrate information from multiple

modalities to make a decision.

1.2 Problem Statement

Problem Definition: The input utterance u that contains information in the form of raw

modalities including video, audio and text, the aim of the model is to predict the most

dominant (or set of dominant) emotions of speakers within that utterance.
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1.2.1 Motivation

1.2.2 Field1-specific motivation

There is a significant need for general-purpose MML systems that can perform various down-

stream Computer Vision tasks. The motivation arises from the need and potential for MML

systems that can represent and integrate information from multiple modalities. Hence, such

models can be widely utilized across several fields including Robotics (for human-computer

interaction), Healthcare (for better care for elderly population), Education (utilizing multi-

modal agents to address student queries and concerns) and so on.

1.2.3 Task2-Specific motivation

Need for video emotion recognition finds significant interest in the fields of healthcare,

robotics, and a few business scenarios (service quality analysis in social environments such

as restaurants).

The potential to assist informal caregivers using Emotionally grounded agents is sig-

nificant. Within industry there exists corporations that aim to build real-time emotion

recognition models for various application scenarios.

1Field in this thesis refers to the field of Multimodal Machine Learning.
2Task in the thesis refers to the task of video emotion recognition utilizing multiple modalities as input



Chapter2

Related works

Towards video emotion recognition majority of the literature is focussed on unimodal machine

learning models. These unimodal models are primarily based on text data. This can be

attributed to the fact that text data is widely available across the web and considered as a

strong indicator of emotion.

Along unimodal ML systems for emotion recognition, there exist several works that ex-

tract multimodal information across modalities to perform emotion recognition. Methods

including [5, 6, 7] concatenate features across modalities to result in concatenated informa-

tion across modalities and utilize the information to perform emotion recognition.

Works including [8, 9] use a fixed combination of weighted average feature representation

methods to find cross-modal features.

While these works show performance improvements, there is still a significant lack of

information fusion across modalities within existing methods including [10, 11].

7
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Proposed Method

3.1 AMuSE

As mentioned in the previous chapters, to tackle the challenges of representation, alignment,

and reasoning in MML systems for video emotion recognition, there is a need to develop a

framework that can adaptively/dynamically fuse information across modalities. Towards this

we propose a two-step solution in the form of Multimodal Attention Network and Adaptive

Fusion.

Before diving deep into the details of the proposed method, lets take a look at the overall

architecture shown in figure 3.1

The architecture of AMuSE takes in sequence of utterances as raw modalities in the form

of video, audio and text as input, learns cross-modal feature representation of the modal-

ities utilizing the Multimodal Attention Network, and then learns to fuse the information

across modalities adaptively to learn a common feature representation that across modal-

ities. The cross-modal feature extraction, adaptive fusion are task-agnostic and modality

agnostic except for the unimodal feature extraction. Followed by the feature representation

from adaptive fusion unit, we add task-specific situation-level processing and dialogue-level

processing for the video emotion recognition task at hand, followed by a classification head

to predict the most dominant emotion label of all speakers within the utterance.

Next, subsections discuss each component of the proposed method:

8
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Figure 3.1: Proposed AMuSE model

3.1.1 Representation of unimodal features

Capturing utterance-level spatio-temporal evolution of information is essential for any video

emotion recognition pipelines to retrieve crucial features. In this work, I utilize existing,

pre-trained feature extractors:

3.1.1.1 Representation of Text modality

Input to the text representation module is the text transcript from a series of utterances ui.

To extract a compact feature representation of the text modality, we utilize the pre-trained

MPNet [12] to extract the feature representation of the text modality. Given a sequence of

utterances, the MPNet model derives features for each word present in the text.
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3.1.1.2 Representation of Video modality

Input to the video feature extractor are the frames present in a video. We utilize FFmpeg

to extract k key frames from the video. We then decompose/split the resultant frames into

frames with only faces of the speaker, and frames that do not contain the face and contains

all other information. Once the frames are extracted from the video, we utilize, Multitask

cascaded convolutional networks [13] to extract visual features from the frames.

From the frames that contain face information, we utilize JAA-Net [14] to extract facial

action units. We utilize action units as the features from face frames due to the privacy-

preserving advantages of Action Units as AUs are local features extracted from regions

of human faces and cannot be tracked back to the person’s identity. Once features are

extracted for face and body frames we employ Bi-LSTM model to extract one final video

feature representation.

3.1.1.3 Representation of audio modality

The input to the audio feature extractor is the audio spoken by speakers within the utterance.

The datasets are segregated such that per utterance there is only one speaker. To extract

the features, we utilize PASST feature extractor that extract audio feature representation.

After extracting the audio feature extractors from PASST, similar to utilizing Bi-LSTM for

visual features, we utilize Bi-LSTM model to extract final unimodal features from the audio

modalities.

3.1.2 Cross-Attended (Multimodal Feature Representation)

We utilize transformer architecture to extract cross-modal feature representation across

modalities. We propose a novel Multi-modal Attention Network that extracts cross-modal

information across modalities. It is important to note that, the proposed MAN module is

modality-agnostic (i.e., once the features are extracted from individual modalities, MAN
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module learns to extract cross-modal features from the unimodal features extracted). In

this work, the unimodal features are extracted such that the final shape of the extracted

features is the same.

To achieve this, we extract cross-modal representation for each modality. The MAN

network is shown in the figure 3.1. For each modality, the main modality is named as

Central network, while information from modalities is termed Peripheral networks. Then we

utilize weighted representation using transformer networks and inject the information from

peripheral modalities to the central modality. The MAN module of the proposed method is

learned using Self-Supervised Machine Learning. More details regarding the MAN network

and the learning procedure can be found at [2].

3.2 Multi-Label Emotion Recognition in conversation

With significant contributions in-terms of dominant emotion classification abilities proposing

novel Adaptive Fusion and Multimodal Attention Network, the next phase of this thesis tack-

les the challenges of multi-label emotion recognition in conversations and builds a complete

transformer-based training pipeline to train any large multimodal machine learning model.

A significant contribution of this phase of the thesis includes building generalizable frame-

work for multi-label emotion recognition in conversational setting. We test generalizability

of the proposed framework in the form of cross-dataset performance testing.

Video emotion recognition datasets are chosen such that each dataset represents speakers

from a different age group, demographic background and so on. The motivation to perform

multi-label emotion recognition arises from the fact that human emotion expression is in-

herently multi-label. We, as humans, express multiple emotions at the same time within an

utterance in a conversation/dialogue. Capturing these emotion nuances effectively can lead

to a generalized framework that could be improved to made robust, reliable for real-time

deployment.
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Towards this, we propose a complete vision-transformer architecture that takes in raw

modalities, learns cross-modal representation of information across modalities, utilized novel

calibration loss to perform multi-label emotion recognition in group conversations. More

details of our work can be found here [1].

3.3 Robust Multimodal ML systems for video emotion

recognition

Robustness in MML systems can be attributed to learning cross-model, aligned represen-

tation across modalities during missing information within modalities during training and

inference. After our previous contribution towards building a general-purpose framework

for multi-label emotion recognition, we extend our contribution towards building robust

multimodal machine learning systems for video emotion recognition.

Towards achieving robustness to missing information within MML systems, the proposed

framework must be robust to missing entire modalities during training/inference or cor-

rupted information within modalities. We simulate missing information within modalities

by randomly dropping representation tensors within a modality, and alternatively drop the

entire modality during training/inference. We achieve state of the art performance even with

missing information by proposing a novel multimodal architecture utilizing Joint Embedding

Learning. More details about the proposed architecture can be found here [3]. This work is

accepted at the International Conference on Multimedia and Expo, 2024.



Chapter4

Experimental Setup

4.1 Datasets

Emotion Recognition datasets chosen for this thesis include:

• Multimodal Emotion Lines Dataset (MELD) [15]

• The Interactive Emotional Dyadic Motion Capture (IEMOCAP) [16]

• Multimodal Opinion Sentiment and Emotion Intensity (CMU-MOSEI) [17]

• ElderReact [18]

• EmoReact [19]

Each of the datasets contain utterances with majority of the widely known emotion

labels for each utterance. ElderReact and EmoReact datasets contain multiple label for

each utterance spoken that is relevant to testing the performance of our multi-label emotion

recognition model. To test the missing modality robustness of our final model, we simulate

missing information within the MELD and IEMOCAP datasets.

4.2 Resources used for training

I thank the Center for Computational Research for providing all the resources to carry out

all the experiment for the thesis work. All the experiments were carried of a node containing

2 A100 GPUs.

13
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4.3 Evaluation Metrics

For the first phase of the thesis, the architecture framework is to perform multi-class clas-

sification across all the labels present in the dataset. Towards this, we use Accuracy and

wF1 as evaluation metrics. Towards further phases in the thesis, the problem statement is

changed to perform multi-label classification. Hence, we use wF1 as evaluation metrics for

the same.



Chapter5

Results and Discussion

In this chapter, I present the results of all the novel methologies proposed throughout the

thesis work.

5.1 AMuSE

The proposed AMuSE method [2] proposes a novel Multimodal Attention Network for cross-

modal feature representation, a Adaptive Fusion module to adaptively learn features across

modalities. We apply this novel proposed methods for video emotion recognition application

and outperform state of the art results of the MELD and IEMOCAP datasets.

15
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The above table is from our published work [2]. As seen in the table, the proposed

method significantly outperforms existing SoTA models on the MELD dataset across various

emotion labels including Neutral, Surprise, Fear, Surprise, Joy, Disgust, Anger. While the

improvement in performance is significant, it is important to note that the performance on

the emotion labels including Disgust, Fear, Anger is significantly lower across the board.

This performance represents the difficulty in predicting these labels. Upon further inves-

tigation on this work, it was found that many utterance that fall into the bracket of Anger,

Fear, and Disgust could indeed be classified to contain multiple emotion labels. Hence, this

is another motivation to perform Multi-label emotion recognition in conversation setting.

Similar pattern can be seen with the performance results on the IEMOCAP dataset.

The proposed work significantly outperforms existing state of the art models. For ablation

studies and other experiments, please refer to our work [2].
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5.2 SeMuL-PCD

The second phase of this thesis proposes a Vision-Transformer framework for Multi-Label

Emotion Recognition. Additionally, we also run experiments to test the generalization ability

of the proposed architecture.

As seen in the above table, the performance of the proposed framework outperforms

the SoTA model for multi-label emotion recognition for video conversation setting. To test

the generalization ability of the proposed model, we utilize cross-dataset performance as a

metrics. In Table 3, above it can be seen that the proposed model significantly outperforms

SoTA models on cross-dataset evaluation. This demonstrates the generalization ability of

the proposed method.
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5.3 Missing modality video emotion recognition

With respect to missing modalities during training and inference in mutlimodal ma-

chine learning systems, we utilize Joint Embedding Learning to align representations across

modalities that can compensate for any loss in information during training and inference.
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Future Research Directions

Multimodal Machine Learning is an evolving field with a significant need for Foundation

models to extract cross-modal information across myriad of modalities. Modality-agnostic,

generalizable, robust feature representation is the main focus of this thesis. While the pro-

posed model shows significant impact with state of the art performance, the compute required

to train, infer from the proposed model is still pretty huge. This hinders from applying the

current method to real-time use cases.

Inference Optimization to utilize the framework for real-time conversational scenarios is

an important future direction that can be pursued.

Applying the proposed method to perform multi-task multimodal machine learning tasks

to achieve improvements in performance across various downstream Computer Vision tasks.

In addition to the multi-task avenue, domain adaptability and generalization of the proposed

method across tasks has to be studied.

19
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Conclusion

In this thesis, I study the significance of Multimodal Machine Learning systems across various

domains. I study the inherent characteristics across modalities to understand the need

for information representation within each modality. Furthermore, several challenges of

Representation, Alignment, Reasoning and Transference are studies as a part of this thesis.

Towards Video Emotion Recognition, this thesis tackles the challenges of Representation,

Alignment, Reasoning and Transference via proposed methods in phases from proposing

novel architecture for cross-modal information representation followed by general-purpose

vision-transformer framework for multi-label emotion recognition to proposing a method to

incorporate and overcome missing information within multimodal machine learning models.

With numerous experiments across several datasets, I demonstrate superior performance

gains of each proposed methods. The significance of this work lies in the fact that a general-

purpose MML framework is indeed possible across various downstream Computer Vision

tasks and the proposed Adaptive Fusion technique can be used to integrate into upcoming

future works to result in superior performance.

20
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