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1 Introduction

The popularity of the World-Wide Web (WWW) has made
it a prime vehicle for disseminating information. The rel-
evance of database concepts to the problems of managing
and querying this information has led to a significant body
of recent research addressing these problems. Even though
the underlying challenge is the one that has been tradition-
ally addressed by the database community — how to manage
large volumes of data — the novel context of the WWW forces
us to significantly extend previous techniques. The primary
goal of this survey is to classify the different tasks to which
database concepts have been applied, and to emphasize the
technical innovations that were required to do so.

We do not claim that database technology is the magic bullet
that will solve all web information management problems;
other technologies, such as Information Retrieval, Artificial
Intelligence, and Hypertext/Hypermedia, are likely to be
just as important. However, surveying all the work going
on in these areas, and the interactions between them and
database ideas, would be far beyond our scope.

We focus on three classes of tasks related to information
management on the WWW.

Modeling and querying the web: Suppose we view the
web as a directed graph whose nodes are web pages and
whose edges are the links between pages. A first task we
consider is that of formulating queries for retrieving certain
pages on the web. The queries can be based on the content
of the desired pages and on the link structure connecting the
pages. The simplest instance of this task, which is provided
by search engines on the web is to locate pages based on the
words they contain. A simple generalization of such a query
is to apply more complex predicates on the contents of a
page (e.g., find the pages that contain the word “Clinton”
next to alink to an image). Finally, as an example of a query
that involves the structure of the pages, consider the query
asking for all images reachable from the root of the CNN web
site within 5 links. The last type of queries are especially
useful when detecting violations of integrity constraints on
a web site or a collection of web sites.
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Information extraction and integration: Certain web
sites can be viewed at a finer granularity level than pages,
as containers of structured data (e.g., sets of tuples, or
sets of objects). For example, the Internet Movie Database
(http://wuw.imdb.com) can be viewed as a front end in-
terface to a database about movies. Given the rise in the
number of such sites, there are two tasks we consider. The
first task is to actually extract a structured representation
of the data (e.g., a set of tuples) from the HTML pages
containing them. This task is performed by a set of wrap-
per programs, whose creation and maintenance raises several
challenges. Once we view these sites as autonomous hetero-
geneous databases, we can address the second task of posing
queries that require the integration of data. The second task
is addressed by mediator (or data integration) systems.

Web site construction and restructuring: A differ-
ent aspect in which database concepts and technology can
be applied is that of building, restructuring and managing
web-sites. In contrast to the previous two classes which ap-
ply on existing web sites, here we consider the process of
creating sites. Web sites can be constructed either by start-
ing with some raw data (stored in databases or structured
files) or by restructuring existing web sites. Peforming this
task requires methods for modeling the structure of web site
and languages for restructing data to conform to a desired
structure.

Before we begin, we note that there are several topics con-
cerning the application of database concepts to the WWW
which are not covered in this survey, such as caching and
replication (see [WWW98, GRC97] for recent works), trans-
action processing and security in web environments (see
e.g. [Bil98)]), performance, availability and scalability issues
for web servers (e.g. [CS98]), or indexing techniques and
crawler technology (e.g. [CGMP98]). ( Furthermore, this
is not meant to be a survey on existing products even in
the areas on which we do focus. Finally, there are several
tangential areas whose results are applicable to the systems
we discuss, but we do not cover them here. Examples of
such fields include systems for managing document collec-
tions and ranking of documents (e.g., Harvest [BDH'95],

Gloss [GGMT99]) and flexible query answering systems [BT98].

Finally, the field of web/db is a very dynamic one; hence,
there are undoubtedly some omissions in our coverage, for
which we apologize in advance.

The survey is organized as follows. We begin in Section 2 by
discussing the main issues that arise in designing data mod-
els for web/db applications. The following three sections



consider each of the aforementioned tasks. Section 6 con-
cludes with perspectives and directions for future research.

2 Data Representation for Web/DB Tasks

Building systems for solving any of the previous tasks re-
quires that we choose a method for modeling the underlying
domain. In particular, in these tasks, we need to model the
web itself, structure of web sites, internal structure of web
pages, and finally, contents of web sites in finer granularities.
In this section we discuss the main distinguishing factors of
the data models used in web applications.

Graph data models: As noted above, several of the ap-
plications we discuss require to model the set of web pages
and the links between them. These pages can either be on
several sites or within a single site. Hence, a natural way
to model this data is based on a labeled graph data model.
Specifically, in this model, nodes represent web pages (or
internal components of web pages), and arcs represent links
between pages. The labels on the arcs can be viewed as at-
tribute names. Along with the labeled graph model, several
query languages have been developed. One central feature
that is common to these query languages is the ability to
formulate regular path expression queries over the graph.
Regular path expressions enable posing navigational queries
over the graph structure.

Semistructured data models: The second aspect of mod-
eling data for web applications is that in many cases the
structure of the data is irregular. Specifically, when model-
ing the structure of a web site, we don’t have a fixed schema
which is given in advance. When modeling data coming from
multiple sources, the representation of some attributes (e.g.,
addresses) may differ from source to source. Hence, several
projects have considered models of semistructured data. The
initial motivation for this work was the existence and rela-
tive success of permissive data models such as [TMD92] in
the scientific community, the need for exchanging objects
across heterogeneous sources [PGMWO95], and the task of
managing document collections [MP96].

Broadly speaking, semistructured data refers to data with
some of the following characteristics:

o the schema is not given in advance and may be implicit
in the data,

o the schema is relatively large (w.r.t. the size of the
data) and may be changing frequently,

e the schema is descriptive rather than prescriptive, i.e.,
it describes the current state of the data, but violations
of the schema are still tolerated,

e the data is not strongly typed, i.e., for different ob-
jects, the values of the same attribute may be of dif-
fering types.

Models for semistructured data have been based on labeled
directed graphs [Abi97, Bun97].! In a semistructured data
model, there is no restriction on the set of arcs that emanate
from a given node in a graph, or on the types of the values of

't should be noted that there is no inherent difficulty in trans-
lating these models into relational or object-oriented terms. In fact,
the languages underlying Description Logics (e.g., Classic [ BBMRS&9])
and FLORID [HLLS97] have some of the features mentioned above,
and are described in non-graph models.

attributes. Because of the characteristics of semistructured
data mentioned above, an additional feature that becomes
important in this context is the ability to query the schema
(i.e., the labels on the arcs in the graph). This feature is
supported in languages for querying semistructured data by
arc variables which get bound to labels on arcs, rather than
nodes in the graph.

In addition to developing models and query languages for
semistructured data, there has been considerable recent work
on issues concerning the management of semistructured data,
such as the extraction of structure from semistructured data
[NAMO98], view maintenance [ZGM98, AMR'98], summa-
rization of semistructured data ([BDFS97, GW97]), and rea-
soning about semistructured data [CGL98, FFL.S98]. Aside
from the relevance of these works to the tasks mentioned in
this survey, the systems based on these methods will be of
special importance for the task of managing large volumes

of XML data [XMLOS].

Other characteristics of web data models: Another
distinguishing characteristic of models used in web/db ap-
plications is the presence of web-specific constructs in the
data representation. For example, some models distinguish
a unary relation identifying pages and a binary relation for
links between pages. Furthermore, we may distinguish be-
tween links within a web site and external links. An im-
portant reason to distinguish a link relation is that it can
generally only be traversed in the forward direction. Addi-
tional second order dimensions along which the data models
we discuss differ are (1) the ability to model order among
elements in the database, (2) modeling nested data struc-
tures, and (3) support for collection types (sets, bags, ar-
rays). An example of a data model that incorporates explicit
web-specific constructs (pages and page schemes), nesting,
and collection types is ADM, the data model of the ARA-
NEUS project [AMM97b]. We remark that all the models we
mention in this paper represent only static structures. For
example, the work on modeling the structure of web sites do
not consider dynamic web pages created as a result of user
inputs.

An important aspect of languages for querying data in web
applications is the need to create complex structures as a
result of a query. For example, the result of a query in
a web site management system is the graph modeling the
web site. Hence, a fundamental characteristic of many of
the languages we discuss in this paper is that their query
expressions contain a structuring component in addition to
the traditional data filtering component.

Table 1 summarizes some of the web query systems cov-
ered in this paper. A more detailed version of this table,
http://www.cs.washington.edu/homes/alon/webdb.htmlin-
cludes URLs for the systems where available. In subsequent
sections we will illustrate in detail languages for querying
data represented in these models.

3 Modeling and Querying the Web

If the web 1s viewed as a large, graph-like database, it is
natural to pose queries that go beyond the basic informa-
tion retrieval paradigm supported by today’s search engines
and take structure into account; both the internal structure
of web pages and the external structure of links that inter-
connect them. In an often-cited paper on the limitations of
hypertext systems, Halasz says: [Hal88]



| System | Data Model | Language Style | Path Expressions | Graph Creation
WebSQL [MMM97] relational SQL Yes No
W3QS [KS95] labeled multigraphs | SQL Yes No
WebLog [L.SS96 relational Datalog No No
Lorel [AQM 97 labeled graphs OQL Yes No
WebOQL [AM9g] hypertrees OQL Yes Yes
UnQL [BDHS96] labeled graphs structural recursion | Yes Yes
STRUDEL [FFKT98, FFLS97] | labeled graphs Datalog Yes Yes
ARANEUS (ULIXES) [AMMO97b] | page schemes SQL Yes Yes
FLoriD [HLLS97] F-logic Datalog Yes No

Table 1: Comparison of query systems

Content search ignores the structure of a hy-
permedia network. In contrast, structure search
specifically examines the hypermedia structure
for subnetworks that match a given pattern.

and goes on to give examples where such queries are useful.

3.1 Structural Information Retrieval

The first tools developed for querying the web were the well-
known search engines which are now widely deployed and
used. These are based on searching indices of words and
phrases appearing in documents discovered by web “crawlers.
More recently, there have been efforts to overcome the lim-
itations of this paradigm by exploiting link structure in
queries. For example, [K1e98], [BH98] and [CDRR98], pro-
pose to use the web structure to analyze the many sites
returned by a search engine as relevant to a topic in order
to extract those that are likely to be authoritative sources
on the topic. To support connectivity analysis for this and
other applications, (such as efficient implementations of the
query languages described below) the Connectivity Server
[BBH*98] provides fast access to structural information.
Google [BP98], a prototype next-generation web search en-
gine, makes heavy use of web structure to improve crawling
and indexing performance. Other methods for exploiting
link structure are presented in [PPR96, CK98]. In these

works, structural information is mostly used behind the scenes,

to improve the answers to purely content-oriented queries.
Spertus [Spe97] points out many useful applications of queries
that take link structure into account explicitly.

3.2 Related query paradigms

In this section we briefly describe several families of query
languages that were not developed specifically for querying
the web. However, since the concepts on which they are
based are similar in spirit to the web query languages we
discuss, these languages can also be useful for web applica-
tions.

Hypertext/document query languages: A number of
models and languages for querying structured documents
and hypertexts were proposed in the pre-web era. For exam-

ple, Abiteboul et al.[ACM93] and Christophides et al.[CACS94]

map documents to object oriented database instances by
means of semantic actions attached to a grammar. Then the
database representation can be queried using the query lan-
guage of the database. A novel aspect of this approach is the
possibility of querying the structure by means of path vari-

ables. Guting et al.[GZC89] model documents using nested
ordered relations and use a generalization of nested rela-
tional algebra as a query language. Beeri and Kornatzky
[BK90] propose a logic whose formulas specify patterns over
the hypertext graph.

Graph query languages: Work in using graphs to model
databases, motivated by applications such as software engi-
neering and computer network management, led to the G,
G+ and Graphlog graph-based languages [CMW87, CMW88,
CM90]. In particular, G and G+ are based on labeled
graphs; they support regular path expressions and graph
construction in queries. Graphl.og, whose semantics is based
on Datalog, was applied to Hypertext queries in [CM8&9].
Paredaens et al [PABA192] developed a graph query lan-
guage for object-oriented databases.

Languages for querying semistructured data: Query
languages for semistructured data such as Lorel [AQM*97],
UnQL [BDHS96] and STRUQL [FFLS97] also use labeled
graphs as a flexible data model. In contrast to graph query
languages, they emphasize the ability to query the schema
of the data, and the ability to accommodate irregularities
in the data, such as missing or repeated fields, heteroge-
neous records. Related work in the OO community [Har94]
proposes “schema-shy” models and queries to handle infor-
mation about software engineering artifacts.

These languages were not developed specifically for the web,
and do not distinguish, for example, between graph edges
that represent the connection between a document and one
of its parts and edges that represent a hyperlink from one
web document to another. Their data models, while elegant,
are not very rich, lacking such basic comforts as records and
ordered collections.

3.3 First generation web query languages

A first generation of web query languages aimed to combine
the content-based queries of search engines with structure-
based queries similar to what one would find in a database
system. These languages, which include W3QL [KS95], Web-
SQL [MMM97, AMM97a], and WebLog [L.SS96], combine
conditions on text patterns appearing within documents with
graph patterns describing link structure. We use WebSQL
as an example of the kinds of queries that can be asked.

WebSQL WebSQL proposes to model the web as a rela-
tional database composed of two (virtual) relations: Docu-
ment and Anchor. The Document relation has one tuple for
each document in the web and the Anchor relation has one



tuple for each anchor in each document in the web. This
relational abstraction of the web allows us to use a query
language similar to SQL to pose the queries.

If Document and Anchor were actual relations, we could
simply use SQL to write queries on them. But since the
Document and Anchor relations are completely virtual and
there is no way to enumerate them, we cannot operate on
them directly. The WebSQL semantics depends instead on
materializing portions of them by specifying the documents
of interest in the FROM clause of a query. The basic way
of materializing a portion of the web i1s by navigating from
known URL’s. Path regular expressions are used to describe
this navigation. An atom of such a regular expression can
be of the form d1 => d2, meaning document d1 points to
d2 and d2 is stored on a different server from d1; or d1 ->
d2, meaning d1 points to d2 and d2 is stored on the same
server as dl.

For example, suppose we want to find a list of triples of the
form (d1,d2,label), where d1 is a document stored on our
local site, d2 is a document stored somewhere else, and di1
points to d2 by a link labeled 1abel. Assume all our local
documents are reachable from www.mysite.start.

SELECT d.url,e.url,a.label
FROM Document d SUCH THAT
"www.mysite.start" ->* d,
Document e SUCH THAT 4 => e,
Anchor a SUCH THAT a.base = d.url
WHERE a.href = e.url

The FROM clause instantiates two Document variables, d
and e, and one Anchor variable a. The variable d is bound
in turn to each local document reachable from the starting
document, and eis bound to each non-local document reach-
able directly from d. The anchor variable a is instantiated
to each link that originates in document d; the extra condi-
tion that the target of link a be document e is given in the
WHERE clause. Another way of materializing part of the
Document and Anchor relations is by content conditions:
for example, if we were only interested in documents that
contains the string ”database” we could have added to the
FROM clause the condition d MENTIONS '"database". The
implementation uses search engines to generate candidate
documents that satisfy the MENTION conditions.

Other Languages W3QL [KS95] is similar in flavour to
WebSQL, with some notable differences: it uses external

programs (similar to user defined functions in object-relational

languages) for specifying content conditions on files rather
than building conditions into the language syntax, and it
provides mechanisms for handling forms encountered dur-
ing navigation. In [KS98], Konopnicki and Shmueli describe
planned extensions to move W3QL into what we call the
second generation. These include modeling internal doc-
ument structure, hierarchical web modeling that captures
the notion of web site explicitly, and replacing the exter-
nal program method of specifying conditions with a general

extensible method based on the MIME standard.

WebLog [1.SS96] differs from the above languages in using
deductive rules instead of SQL-like syntax (see the descrip-
tion of FLORID below).

WQL, the query language of the WebDB project [LSCH98],
is similar to WebSQL but it supports more comprehensive
SQL functionality such as aggregation and grouping, and
provides limited support for querying intra-document struc-

ture, placing it closer to the class of languages discussed in
the next subsection.

3.4 Second generation: Web Data Manip-
ulation Languages

The languages above treat web pages as atomic objects with
two properties: they contain or do not contain certain text
patterns, and they point to other objects. Experience with
their use suggests there are two main areas of application
that they can be useful for: data wrapping, transformation,
and restructuring, as described in Section 4; and web site
construction and restructuring, as described in Section 5. In
both application areas, it is often essential to have access to
the internal structure of web pages from the query language,
if we want declarative queries to capture a large part of the
task at hand. For example, the task of extracting a set of
tuples from the HT'ML pages of the Internet Movie Database
requires parsing the HTML and selectively accessing certain
subtrees in the parse tree.

In this section we describe the second-generation of web
query languages that we call “Web data manipulation lan-
guages.” These languages go beyond the first generation
languages in two significant ways. First, they provide access
to the structure of the web objects that they manipulate.
Unlike the first-generation languages, they model internal
structure of web documents as well as the external links
that connect them. They support references to model hyper-
links, and some support ordered collections and records for
more natural data representation. Second, these languages
provide the ability to create new complex structures as a
result of a query. Since the data on the web is commonly
semistructured (or worse), these languages still emphasize
the ability to support semistructured features. We briefly
describe three languages in this class: WebOQL [AMOg],
STRUQL[FFLS97] and FLoriD [HLLS97].

WebOQL

The main data structure provided by WebOQL is the hy-
pertree. Hypertrees are ordered arc-labeled trees with two
types of arcs, internal and external. Internal arcs are used
to represent structured objects and external arcs are used
to represent references (typically hyperlinks) among objects.
Arcs are labeled with records. Figure 1, from [Aro97], shows
a hypertree containing descriptions of publications from sev-
eral research groups. Such a tree could easily be built, for
example, from an HTML file, using a generic HTML wrap-
per.

Sets of related hypertrees are collected into webs. Both hy-
pertrees and webs can be manipulated using WebOQL and
created as the result of a query.

WebOQL is a functional language, but queries are couched
in the familiar select-from-where form. For example, sup-
pose that the name csPapers denotes the papers database
in Figure 1, and that we want to extract from it the title
and URL of the full version of papers authored by “Smith”.

select [y.Title,y’.Url]
from x in csPapers, y in x’
where y.Authors = "Smith"

In this query, x iterates over the simple trees of csPapers
(i.e., over the research groups) and, given a value for x, y
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Figure 1: Example of a hypertree

iterates over the simple trees of x’. The primed variable x’
denotes the result of applying to tree x the Prime opera-
tor, which returns the first subtree of its argument. The
same operator is used to extract from tree y its first subtree
in y’.Url. The square brackets denote the Hang operator,
which builds an arc labeled with a record formed with the ar-
guments (in this example, the field names are inferred.) Fi-
nally, the tilde represents the string pattern matching pred-
icate: its left argument is a string and its right argument is
a pattern.

Web Creation The query above maps a hypertree into
another hypertree; more generally, a query is a function that
maps a web into another. For example, the following query
creates a new page for each research group (using the group
name as URL). Each page contains the publications of the
corresponding group.

select x’ as x.Group
from x in csPapers

In general, the select clause has the form ¢ select ¢1 as s,

q2 as 82, ... , gm as S, , where the ¢;’s are queries and each
of the s;’s is either a string query or the keyword schema.
The “as” clauses create the URL’s s1, s2, ..., $m, which
are assigned to the new pages resulting from each query g;.

Navigation Patterns Navigation patterns are regular ex-
pressions over an alphabet of record predicates; they allow
us to specify the structure of the paths that must be followed
in order to find the instances for variables.

Navigation patterns are mainly useful for two purposes. The
first reason 1is for extracting subtrees from trees whose struc-
ture we do not know in detail or whose structure presents
irregularities, and the second is for iterating over trees con-
nected by external arcs. In fact, the distinction between in-
ternal and external arcs in hypertrees becomes really useful
when we use navigation patterns that traverse external arcs.
Suppose that we have a software product whose documen-
tation is provided in HTML format and we want to build
a full-text index for it. These documents form a complex

hypertext, but it is possible to browse them sequentially by
following links having the string “Next” as label. For build-
ing the full-text index we need to feed the indexer with the
text and the URL of each document. We can obtain this
information using the following query:

select [ x.Url, x.Text ]
from x in browse("root.html")
via ("*[Text ~ "Next"]>)*

StruQL

STRUQL is the query language of the STRUDEL web site
management system, described below in Section 5. Even
though STRUQL was developed in the context of a specific
web application, it is a general purpose query language for
semistructured data, based on a data model of labeled di-
rected graphs. In addition, the STRUDEL data model in-
cludes named collections, and supports several atomic types
that commonly appear in web pages, such as URLs, and
Postscript, text, image, and HTML files. The result of a
STRUQL query is a graph in the same data model as the
input graphs. In STRUDEL, STRUQL was used for two tasks:
querying heterogeneous sources to integrate them into a site
data graph, and for querying this data graph to produce a
site graph.

A STRUQL query is a set of possibly nested blocks, each of
the form:

[where C1,...,Ck]
[create N1,...,Hn]
[1ink L1,...,Lp]
[collect G1,...,Gq].

The where clause can include either membership conditions
or conditions on pairs of nodes expressed using regular path
expressions. The where clause produces all bindings of node
and arc variables to values in the input graph, and the re-
maining clauses use Skolem functions to construct a new
graph from these bindings.



We illustrate STRUQL with a query defining a web site,
starting with a Bibtex bibliography file, modeled as a labeled
graph. The web site will consist of three kinds of pages: a
PaperPresentation page for each bibliography entry, a Year
page for each year, pointing to all papers published in that
year, and a Root page pointing to all the Year pages. After
showing the query in STRUQL, we show it in WebOQL to
give a feel for the differences between the languages.

// Create Root
create RootPage ()
// Create a presentation for every publication x
where Publications(x), x->1->v
create PaperPresentation(x)
link PaperPresentation(x) -> 1 -> v
{ // Create a page for every year

where 1 = "year"
create YearPage (v)
link

YearPage(v) -> "Year" -> v

YearPage (v) ->"Paper"->PaperPresentation(x) ,
// Link root page to each year page
RootPage () -> "YearPage" -> YearPage (v)

In the where clause, the notation Publications (x) means
that x belongs to the collection Publications, and the atom
x = 1 — v denotes that there is a link in the graph from
x to v and the label on the arc is 1. The same notation is
used in the 1ink clause to specify the newly created edges in
the resulting graph. After creating the Root page, the first
CREATE generates a page for each publication (denoted
by the Skolem function, PaperPresentation). The second
CREATE, nested within the outer query, generates a Year
page for each year, and links it to the Root page and to
the PaperPresentation pages of the publications published
in that year. Note the Skolem function YearPage ensures
that a Year page for a particular year is only created once,
no matter how many papers were published in that year.

Below is the same query in WebOQL.

select unique [Url: x.year, Label:'"YearPage"]
as "RootPage",
[ label: "Paper" / x ] as x.year
from x in browse("bibtex: myfile.bib")

select [year: y.url] + y as y.url
from y in "browse(RootPage)"

The WebOQL query consists of two subqueries, with the
web resulting from the first one “piped” into the second one
using the “|” operator. The first subquery builds the Root,
Paper, and Year pages, and the second one redefines each
Year page by adding the “year” field to it.

Florid

Frorip [HLLS97, LHLT 98] is a prototype implementation of

the deductive and object-oriented formalism F-logic [KLWO95].

To use FLORID as a web query engine, a web document is
modeled by the following two classes:

url::string[get => webdoc].

webdoc: :string[url => url; author => string;
modif => string;
type => string; hrefs@(string) =>> url;
error =>> string].

The first declaration introduces a class url, subclass of string,
with the only method get. The notation get => webdoc
means that get is a single-valued method that returns an
object of type webdoc. The method get is system-defined,;
the effect of invoking u.get for a url u in the head of a de-
ductive rule is to retrieve from the web the document with
that URL and cache it in the local FLORID database as a
webdoc object with object identifier u.get.

The class webdoc with methods self, author, modif, type,
hrefs and error models the basic information common to
all web documents. The notation hrefs@(string) =>> url
means that the multi-valued method hrefs takes a string
as argument and returns a set of objects of type url. The
idea is that, if d is a webdoc, then d.hrefs@ (aLabel) returns
all URL’s of documents pointed to by links labeled alabel
within document d.

Subclasses of documents can be declared as needed using
F-logic inheritance, e.g.:

htmldoc: :webdoc[title => string; text => string].

Computation in FLORID is expressed by sets of deductive
rules. For example, the program below extracts from the
web the set of all documents reachable directly or indirectly
from the URL www.cs.toronto.edu by links whose labels
contain the string “database.”

("www.cs.toronto.edu":url) .get.

(Y:url) .get <-
(X:url) .get[hrefs@(L)=>>{Y}],
substr("database',L).

FLORID provides a powerful formalism for manipulating semi-
structured data in a web context. However, it does not cur-
rently support the construction of new webs as results of
computation; the result is always a set of F-logic objects in
the local store.

Ulixes and Penelope

In the ARANEUS project [AMM97b], the query and restruc-
turing process is split into two phases. In the first phase,the
ULIXES language is used to build relational views over the
web. These views can then be analyzed and integrated using
standard database techniques. ULIXES queries extract rela-
tional data from instances of page schemes defined in the
ADM model, making heavy use of (star-free) path expres-
sions. The second phase consists of generating hypertextual
views of the data using the PENELOPE language. Query op-
timization for relational views over sets of web pages, such
as those constructed by ULIXES, is discussed in [MMM98].

Interactive query interfaces

All the languages in the previous two subsections are too
complex to be used directly by interactive users, just as SQL
is; like SQL, they are meant to be used mostly as program-
ming tools. There has however been work in the design of



interactive query interfaces suitable for casual users. For ex-
ample, Dataguides [GW97] is an interactive query tool for
semistructured databases based on hierarchical summaries
of the data graph; extensions to support querying single
complex web sites are described in [GW98]. The system de-
scribed in [HMLT 98] supports queries that combine multi-
media features, such as similarity to a given sketch or image,
textual features such as keywords, and domain semantics.

Theory of web queries

In defining the semantics of first-generation web query lan-
guages, it was immediately observed that certain easily stated
queries, such as “list all web documents that no other doc-
ument points to,” could be rather hard to execute. This
leads naturally to questions of query computability in this
context. Abiteboul and Vianu [AV97a] and Mendelzon and
Milo [MMO97] propose formal ways of categorizing web queries
according to whether they can in principle be computed or
not; the key idea being that essentially, the only possible way
to access the web is to navigate links from known starting
points. (Note this includes a special case navigating links
from the large collections of starting points known as index
servers or search engines.) Abiteboul and Vianu [AV97b]
also discuss fundamental issues posed by query optimiza-
tion in path traversal queries. Mihaila, Milo and Mendel-
zon [MMMO97] show how to analyze WebSQL queries in
terms of the maximum number of web sites. Florescu, Levy
and Suciu [FL.S98] describe an algorithm for query contain-
ment for queries with regular path expressions, which is then
used for verifying integrity constraints on the structure of

web sites [FFLS98].

4 Information Integration

As stated earlier, the WWW contains a growing number of
information sources that can be viewed as containers of sets
of tuples. These “tuples” can either be embedded in HTML
pages, or be hidden behind form interfaces. By writing spe-
cialized programs called wrappers, one can give the illusion
that the web site is serving sets of tuples. We refer to the
combination of the underlying web site and the wrapper as-
sociated with it as a web source.

The task of a web information integration system is to an-
swer queries that may require extracting and combining data
from multiple web sources. As an example, consider the do-
main of movies. The Internet Movie Database contains com-
prehensive data about movies, their casts, genres and direc-
tors. Reviews of movies can be found in multiple other web
sources (e.g., web sites of major newspapers), and several
web sources provide schedules of movie showings. By com-
bining the data from these sources we can answer queries
such as: give me a movie, playing time and a review of
movies starring Frank Sinatra, playing tonight in Paris.

Several systems have been built with the goal of answering
queries using a multitude of web sources [GMPQt97, EW94,
WBJT95, LRO96, FW97, DG97b, AKS96, Coh98, AAB198,
BEM*98]. Many of the problems encountered in build-
ing these systems are similar to those addressed in building
heterogeneous database systems [ACPS96, WACt93, H796,
TRV98, FRV96, Bla96, HKWY97]. Web data integration
systems have, in addition, to deal with (1) large and evolv-
ing number of web sources, (2) little meta-data about the
characteristics of the source, and (3) larger degree of source

autonomy.

An important distinction in building data integration sys-
tems, and therefore in building web data integration sys-
tems, is whether to take a warehousing or a virtual approach
(see [HZ96, Hul97] for a comparison). In the warehousing
approach, data from multiple web sources is loaded into a
warehouse, and all queries are applied to the warehoused
data; this requires that the warehouse be updated when
data changes, but the advantage is that adequate perfor-
mance can be guaranteed at query time. In the virtual ap-
proach, the data remains in the web sources, and queries
to the data integration system are decomposed at run time
into queries on the sources. In this approach, data is not
replicated, and is guaranteed to be fresh at query time. On
the other hand, because the web sources are autonomous,
more sophisticated query optimization and execution meth-
ods are needed to guarantee adequate performance. The
virtual approach is more appropriate for building systems
where the number of sources is large, the data is changing
frequently, and there is little control over the web sources.
For these reasons, most of the recent research has focused
on the virtual approach, and therefore, so will our discus-
sion. We emphasize that many of the issues that arise in
the virtual approach also arise in the warehousing approach
(often in a slightly different form), and hence our discussion
is relevant to both cases. Finally, we refer the reader to two
commercial applications of web data integration, one that
takes the warehousing approach [Jun98] and the other that
takes the virtual approach [Jan98].

A prototypical architecture of a virtual data integration sys-
tem is shown in Figure 3. There are two main features distin-
guishing such a system from a traditional database system:

o As stated earlier, the system does not communicate di-
rectly with a local storage manager. Instead, in order
to obtain data, the query execution engine communi-
cates with a set of wrappers. A wrapper is a program
which is specific to every web site, and whose task is
to translate the data in the web site to a form that can
be further processed by the data integration system.
For example, the wrapper may extract from an HT'ML
file a set of tuples. It should be emphasized that the
wrapper provides only an interface to the data served
by the web site, and hence, if the web site provides
only limited access to the data (e.g., through a form
interface that requires certain inputs), then the wrap-
per can only support limited access patterns to the
data.

e The second difference from traditional systems is that
the user does not pose queries directly in the schema in
which the data is stored. The reason for this is that one
of the principal goals of a data integration system is to
free the user from having to know about the specific
data sources and interact with each one. Instead, the
user poses queries on a mediated schema. A mediated
schema 1s a set of virtual relations, which are designed
for a particular data integration application. The re-
lations in the mediated schema are not actually stored
anywhere. As a consequence, the data integration sys-
tem must first reformulate a user query into a query
that refers directly to the schemas in the sources. In
order to perform the reformulation step, the data in-
tegration system requires a set of source descriptions.
A description of an information source specifies the
contents of the source (e.g., contains movies), the at-
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tributes that can be found in the source (e.g., genre,
cast), constraints on the contents of the source (e.g.,
contains only American movies), completeness and re-
lLiability of the source, and finally, the query processing
capabilities of the source (e.g., can perform selections,
or can answer arbitrary SQL queries).

The following are the main issues addressed in the work on
building web data integration systems.

Specification of mediated schema and reformulation:
The mediated schema in a data integration system is the
set of collection and attribute names that are used to for-
mulate queries. To evaluate a query, the data integration
system must translate the query on the mediated schema
into a query on the data sources, that have their own lo-
cal schemas. In order to do so, the system requires a set of
source descriptions. Several recent research works addressed
the problem of how to specify source descriptions and how
to use them for query reformulation. Broadly speaking,
two general approaches have been proposed: Global as view
(GAV) [GMPQ197, PAGM96, ACPS96, HKWY97, FRV96,
TRV9S] and Local as view (LAV) [LRO96, KW96, DG97a,
DG97b, FW97] (see [Ull97] for a detailed comparison).

In the GAV approach, for each relation R in the medi-
ated schema, we write a query over the source relations
specifying how to obtain R’s tuples from the sources. The
LAV approach takes the opposite approach. For every in-
formation source S, we write a query over the relations in
the mediated schema that describes which tuples are found
in S. The main advantage of the GAV approach is that
query reformulation is very simple, because it reduces to
view unfolding. In contrast, in the LAV approach it is sim-
pler to add or delete sources because the descriptions of
the sources do not have to take into account the possible
interactions with other sources, as in the GAV approach,
and 1t is also easier to describe constraints on the con-
tents of sources. The problem of reformulation becomes a
variant on the of the problem of answering queries using

views [YL87, TSI96, LMSS95, CKPS95, RSU95, DGI7b].

Completeness of data in web sources: In general, sources
that we find on the WWW are not necessarily complete for

the domain they are covering. For example, a bibliography
source is unlikely to be complete for the field of Computer
Science. However, in some cases, we can assert complete-
ness statements about sources. For example, the DB&LP
Database? has the complete set of papers published in most
major database conferences. Knowledge of completeness of
a web source can help a data integration system in several
ways. Most importantly, since a negative answer from a
complete source is meaningful, the data integration system
can prune access to other sources. The problem of describ-
ing completeness of web sources and using this information
for query processing is addressed in [Mot89, EGW94, Lev96,
Dus97, AD98, FW97]. The work described in [FKL97] de-
scribes a probabilistic formalism for describing the contents
and overlaps among information sources, and presents algo-
rithms for choosing optimally between sources.

Differing query processing capabilities: From the per-
spective of the web data integration system, the web sources
appear to have vastly differing query processing capabilities.
The main reasons for the different appearance are (1) the
underlying data may actually be stored in a structured file
or legacy system and in this case the interface to this data
is naturally limited, and (2) even if the data is stored in a
traditional database system, the web site may provide only
limited access capabilities for reasons of security or perfor-
mance.

To build an effective data integration system, these capabili-
ties need to be explicitly described to the system, adhered to,
and exploited as much as possible to improve performance.
We distinguish two types of capabilities: negative capabili-
ties that limit the access patterns to the data, and positive
capabilities, where a source is able to perform additional
algebraic operations in addition to simple data fetches.

The main form of negative capabilities is limitations on the
binding patterns that can be used in queries sent to the
source. For example, it is not possible to send a query to
the Internet Movie Database asking for all the movies in the
database and their casts. Instead, it is only possible to ask
for the cast of given movie, or to ask for the set of movies in
which a particular actor appears. Several works have con-

Zhttp://www.informatik.uni-trier.de/ ley/db/



sidered the problem of answering queries in the presence of
binding pattern limitations [RSU95, KW96, LRO96, FW97].

Positive capabilities pose another challenge to a data inte-
gration system. If a data source has the ability to perform
operations such as selections and joins, we would like to push
as much as possible of the processing to the source, thereby
hopefully reducing the amount of local processing and the
amount of data transmitted over the network. The problem
of describing the computing capabilities of data sources and
exploiting them to create query execution plans is consid-

ered in [PGGMU95, TRV98, LRU96, HKWY97, VP97a]

Query optimization: Many works on web data integra-
tion systems have focused on the problem of selecting a min-
imal set of web sources to access, and on determining the
minimal query that needs to be sent to each one. However,
the issue of choosing an optimal query execution plan to ac-
cess the web sources has received relatively little attention
in the data integration literature [HKWY97], and remains
an active area of research. The additional challenges that
are faced in query optimization over sources on the WWW
is that we have few statistics on the data in the sources, and
hence little information to evaluate the cost of query exe-
cution plans. The work in [NGT98] considers the problem
of calibrating the cost model for query execution plans in
this context. The work in [YPAGM98] discusses the prob-
lem of query optimization for fusion queries, which are a
special class of integration queries that focus on retrieving
various attributes of a given object from multiple sources.
Moreover, we believe that query processing in data integra-
tion systems is one area which would benefit from ideas such
as interleaving of planning and execution and of computing
conditional plans [GC94, KD98].

Query execution engines: Even less attention has been
paid to the problem of building query execution engines tar-
geted for web data integration. The challenges in building
such engines are caused by the autonomy of the data sources
and the unpredictability of the performance of the network.
In particular, when accessing web sources we may experience
initial delays before data is transmitted, and even when it is,
the arrival of the data may be bursty. The work described
in [AFT98, UFA98] has considered the problem of adapting
a query execution plans to initial delays in the arrival of the
data.

Wrapper construction: Recall that the role of a wrapper
is to extract the data out of a web site into a form that can
be manipulated by the data integration system. For exam-
ple, the task of a wrapper could be to pose a query to a
web source using a form interface, and to extract a set of
answer tuples out of the resulting HTML page. The diffi-
culty in building wrappers is that the HTML page is usu-
ally designed for human viewing, rather than for extracting
data by programs. Hence, the data is often embedded in
natural language text or hidden within graphical presenta-
tion primitives. Moreover, the form of the HT'ML pages
changes frequently, making it hard to maintain the wrap-
pers. Several works have considered the problem of build-
ing tools for rapid creation of wrappers. One class of tools
(e.g., [HGMNT98, GRVB98]) is based on developing spe-
cialized grammars for specifying how the data is laid out in
an HTML page, and therefore how to extract the required
data. A second class of techniques is based on developing
inductive learning techniques for automatically learning a
wrapper. Using these algorithms, we provide the system

with a set of HT'ML pages where the data in the page is la-
beled. The algorithm uses the labeled examples to automati-
cally output a grammar by which the data can be extracted
from subsequent pages. Naturally, the more examples we
give the system, the more accurate the resulting grammar
can be, and the challenge is to discover wrapper languages
that can be learned with a small number of examples. The
first formulation of wrapper construction as inductive learn-
ing and a set of algorithms for learning simple classes of
wrappers are given in [KDW97]. The algorithm described
in [AK97] exploits heuristics specific to the common uses of
HTML in order to obtain faster learning. It should be noted
that Machine Learning methods have also been used to learn
the mapping between the source schemas and the mediated
schemas [PE95, DEW97]. The work described [CDEF198] is
a first step in bridging the gap between the approaches of
Machine Learning and of Natural Language Processing to
the problem of wrapper construction. Finally, we note that
the emergence of XML may lead web site builders to export
the data underlying their sites in a machine readable form,
thereby greatly simplifying the construction of wrappers.

Matching objects across sources: One of the hardest
problems in answering queries over a multitude of sources is
deciding that two objects mentioned in two different sources
refer to the same entity in the world. This problem arises
because each source employs its own naming conventions
and shorthands. Most systems deal with this problem using
domain specific heuristics (as in [FHM94]). In the WHIRL
system [Coh98], matching of objects across sources is done
by using techniques from Information Retrieval. Further-
more, the matching of the objects is elegantly integrated in
a novel query execution algorithm.

5 Web site construction and restructuring

The previous two sections discussed tasks that concerned
querying ezisting web sites and their content. However,
given the fact that web sites essentially provide access to
complex structures of information, it is natural to apply
techniques from Database Systems to the process of building
and maintaining web sites. One can distinguish two general
classes of web site building tasks: one in which web sites are
created from a collection of underlying data sources, and
another in which they are created by restructuring existing
web sites. As it turns out, the same techniques are required
for both of these classes. Furthermore, we note that the task
of providing a web interface to data that exists in a single
database system [NS96] is a simple instance of the problem
of creating web sites.”

To understand the problem of building web sites and the
possible import of database technology, consider the tasks
that a web site builder must address: (1) choosing and ac-
cessing the data that will be displayed at the site, (2) design-
ing the site’s structure, i.e., specifying the data contained
within each page and the links between pages, and (3) de-
signing the graphical presentation of pages. In existing web
site management tools, these tasks are, for the most part, in-
terdependent. Without any site-creation tools, a site builder
writes HT'ML files by hand or writes programs to produce
them and must focus simultaneously on a page’s content, its
relationship to other pages, and its graphical presentation.
As a result, several important tasks, such as automatically

3Most database vendors were quick to provide commercial tools
for performing this task.



updating a site, restructuring a site, or enforcing integrity
constraints on a site’s structure, are tedious to perform.

Web sites as declaratively defined structures: Sev-
eral systems have been developed with the goal of apply-
ing database techniques to the problem of web site cre-

ation [FFKT98, AMMO98, AM98, CDSS98, PF98, JB97, LSB* 98,

TN98]. The common theme to these systems is that they
provide an explicit declarative representation of the struc-
ture of a web site. The structure of the web site is defined
as a view over existing data. However, we emphasize that
the languages used to create these views result in graphs of
web pages with hypertext links, rather than simple tables.
The systems differ on the data model they use, the query
language they use, and whether they have an intermediate
logical representation of the web site, rather than having
only a representation of the final HT'ML.

Building a web site using a declarative representation of the
structure of the site has several significant advantages. Since
a web site’s structure and content are defined declaratively
by a query, not procedurally by a program, it is easy to cre-
ate multiple wversions of a site. For example, it is possible
to easily build internal and external views of an organiza-
tion’s site or to build sites tailored to different classes of
users. Currently, creating multiple versions requires writ-
ing multiple sets of programs or manually creating different
sets of HT'ML files. Building multiple versions of a site can
be done by either writing different site definition queries, or
by changing the graphical representation independently of
the underlying structure. Furthermore, a declarative rep-
resentation of the web site’s structure also supports easy
evolution of a web site’s structure. For example, to reorga-
nize pages based on frequent usage patterns [PE97], or to
extend the site’s content, simply rewrite the site-definition
query, as opposed to rewriting a set of programs or a set of
HTML files. Declarative specification of web sites can offer
other advantages. For example, it becomes possible to ex-
press and enforce integrity constraints on the site [FFLS98],
and to update a site incrementally when changes occur in
the underlying data. Moreover, a declarative specification
provides a platform for developing optimization algorithms
for run-time management of data intensive web sites. The
challenge in run-time management of a web site is to auto-
matically find an optimal tradeoff between precomputation
of parts of the web site and click-time computation. Finally,
we remark that building web sites using this paradigm will
also facilitate the tasks of querying web sites and integrating
data from multiple web sources.

A prototypical architecture of such a system is shown in
Figure 3. At the bottom level, the system accesses a set of
data sources containing the data that will be served on the
web site. The data may be stored in databases, in structured
files, or in existing web sites. The data is represented in
the system in some data model, and the system provides
a uniform interface to these data sources using techniques
similar to the ones described in the previous section. The
main step in building a web site is to write an expression that
declaratively represents the structure of the web site. The
expression is written in a specific query language provided
by the system. The result of applying this query to the
underlying data is the logical representation of the web site
in the data model of the system (e.g., a labeled directed
graph). Finally, to actually create a browsable web site,
the system contains a method (e.g., HTML templates) for
translating the logical structure into a set of HTML files.

Browsable Web Site
(;g:g‘ilon HTML Generator
specification

T Logical representation of the web site

Declarative web site
structure specification

T Uniform view of the underlying data

Mediator

Figure 3: Architecture for Web Site Management Systems

Some of the salient characteristics of the different systems
are the following. STRUDEL [FFK™ 98] uses a semistructured
data model of labeled directed graphs for modeling both the
underlying data and for modeling the web site. It uses a sin-
gle query language, STRUQL, throughout the system, both
for integrating the raw data and for defining the structure of
the web site. ARANEUS [AMM97b] uses a more structured
data model, ADM, and provides a language for transform-
ing data into ADM and a language for creating web sites
from data modeled in ADM. In addition, Araneus uses web-
specific constructs in the data model. The Autoweb [PF98]
system is based on the hypermedia design model (HDM), a
design tool for hypermedia applications. Its data model is
based on the entity-relationship model; the “access schema”
specifies how the hyperbase is navigated and accessed in
a browsable site; and the “presentation schema” specifies
how objects and paths in the hyperbase and access schemas
are rendered. All three systems mentioned above provide a
clear separation between the creation of the logical struc-
ture of the web site and the specification of the graphical
presentation of the site. The YAT system [CDSS98] is an
application of a data conversion language to the problem of
building web sites. Using YAT, a web site designer writes
a set of rules converting from the raw data into an abstract
syntax tree of the resulting HTML, without going through
an intermediate logical representation phase. In fact, in
a similar way, other languages for data conversation (such
as [MZ98, MPP193, PMSL94]) can also be used to build
web sites. The WIRM system [JB97] is similar in spirit to
the above systems in that it enables users to build web sites
in which in which the pages can be viewed context-sensitive
views of the underlying data. The major focus of WIRM is
on integrating medical research data for the national Human
Brain Project.

6 Conclusions, Perspectives and Future Work

An overarching question regarding the topic of this survey
is whether the World-Wide Web presents novel problems
to the database community. In many ways, the WWW is
not similar to a database. For example, there is no uni-
form structure, no integrity constraints, no transactions, no



standard query language or data model. And yet, as the
survey has showed, the powerful abstractions developed in
the database community may prove to be key in taming the
web’s complexity and providing valuable services.

Of particular importance is the view of a large web site as
being not just a database, but an information system built
around one or more databases with an accompanying com-
plex navigation structure. In that view, a web site has many
similarities to non-web information systems. Designing such
a web site requires extending information systems design
methodologies [AMM98, PF98]. Using these principles to
build web sites will also impact the way we query the web
and the way we integrate data from multiple web sources.

Several trends will have significant impact on the use of
database technology for web applications. The first is, of
course, XML. The considerable momentum behind XML
and related metadata initiatives can only help the appli-
cability of database concepts to the web by providing the
much needed structure in a widely accepted format. While
the availability of data in XML format will reduce the need
to focus on wrappers converting human readable data to ma-
chine readable data, the challenges of semantic integration
of data from web sources still remains. Building on our ex-
perience in developing methods for manipulating semistruc-
tured data, our community is in a unique position to develop
tools for manipulating data in XML format. In fact, some
of the concepts developed in this community are already
being adapted to the XML context [DFFt98, GMWO9S].
Other projects under way in the database community in the
area of metadata architectures and languages (e.g. [MRT98,
KMSS98]) are likely to take advantage of and merge with
the XML framework.

A second trend that will affect the applicability of database
techniques for querying the web is the growth of the so-called
hidden web. The hidden web refers to the web pages that
are generated by programs given user inputs, and are there-
fore not accessible to web crawlers for indexing. A recent
article [LG98] claims that close to 80% of the web is already
in the hidden web. If our tools are to be able to benefit
from data in the hidden web, we must develop techniques
for identifying sites that generate web pages, classify them
and automatically create query interfaces to them.

There is no shortage in possible directions for future research
in this area. In the past, the bulk of the work has focused on
the logical level, developing appropriate data models, query
languages and methods for describing different aspects of
web sources. In contrast, problems of query optimization
and query execution have received relatively little attention
in the database community, and pose some of the more im-
portant challenges for future work. Some of the important
directions in which to enrich our data models and query lan-
guages include the incorporation of various forms of meta
data about sources (e.g., probabilistic information) and the
principled combination of querying structured and unstruc-
tured data sources on the WWW.

Finally, in this article we tried to provide a representative
list of references on the topic of web and databases. In
addition to these references, readers can get a more detailed
account from recent workshops related to the topic of the

survey [SSD97, Web98, AI198].
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